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Abstract xvi

This thesis deals firstly with the analysis of the dynamics of coupled systems con-

sidered here as a set of self-sustained oscillators (Van der Pol, Grudzinski-Zebrowski,

Hindmarsch-Rose) powering an electrical load (RLC, RL, RC or R). Secondly, to simu-

late the circadian clock in cyanobacteria made up of three proteins under its simplified

structure (monomer) and its basic structure (hexamer). The harmonic balance method,

the Kirchoff’s laws, RK4 method and the criteria of synchronization have been used to

obtain the following results:

• In the case of an array of Van der Pol oscillators coupled to a load, it is found

that after a threshold number of oscillators under which the power is equal to zero,

increase versus number of oscillator. A high order nonlinearity in the damping of

the Van der Pol oscillator increases the power in the load.

• In the case of an array of oscillator Grudzinski-Zebrowski oscillators coupled to

a load, we design an equivalent electrical circuit whose equation is similar to the

self-sustained oscillator model presented by Grudzinski-Zebrowski. It is then demon-

strated that the power in electrical loads (RLC, RL, RC and R) coupled to an array

of such oscillator’s increases with the number of oscillators till a constant values

depending on the types of loads and values of the load parameters. The synchro-

nization domain is seen to depend on the values of the direct coupling, the values

of the indirect coupling and on the number of oscillators in the array.

• In the case of an array of Hindmarsch-Rose oscillators coupled to a load, it is shown

that varying the coupling coefficient leads to the appearance of chaotic dynamics in

the system. It is also found that the voltage amplitudes decrease when the size of

the array of the HR oscillators increases.

• For the hexameric model of the cyanobacterial circadian clock, we propose an in

vivo model of cyanobacterial circadian clock based on the in vitro model and it is

shown that there is a large range of values where there are oscillations.

Keys words: Grudzinski and Zebrowski oscillator, cyanobacteria, circadian rhythm
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Samenvatting xviii

Dit proefschrift behandelt ten eerste de analyse van de dynamica van gekoppelde

systemen, hier beschouwd als set van self-sustained oscillatoren (Van der Pol, Grudzinski-

Zebrowski, Hindmarsch-Rose) die een elektrische belasting (RLC, RL, RC of R) aandri-

jven. Ten tweede modelleren we de circadiane klok van cyanobacteriën en bestuderen we

de koppeling tussen de transcriptionele regulatie en de post-translationele regulatie. De

harmonische balansmethode, de wetten van Kirchoff, de Runge-Kutta RK4-methode en

de synchronisatiecriteria zijn gebruikt in onze verschillende projecten:

• Wij hebben een array van Van der Pol-oscillatoren gekoppeld aan een belasting

beschouwd en vastgesteld dat na een drempelaantal oscillatoren waaronder het ver-

mogen gelijk is aan nul, het vermogen toeneemt met het aantal oscillatoren. Een

niet-lineariteit van hoge orde in de demping van de Van der Pol-oscillator verhoogt

het vermogen in de belasting.

• In het geval van een reeks Grudzinski-Zebrowski-oscillatoren gekoppeld aan een

belasting, ontwerpen wij een equivalent elektrisch circuit waarvan de vergelijking

vergelijkbaar is met het self-sustained oscillator model voorgesteld door Grudzin-

ski en Zebrowski. Vervolgens wordt aangetoond dat het vermogen in elektrische

belastingen (RLC, RL, RC en R) gekoppeld aan een reeks van dergelijke oscilla-

toren toeneemt met het aantal oscillatoren tot een constante waarde die afhangt

van de soorten belastingen en de waarden van de belastingsparameters. Het syn-

chronisatiegebied blijkt af te hangen van de waarden van de directe koppeling, de

waarden van de indirecte koppeling en van het aantal oscillatoren in de array.

• In het geval van een array van Hindmarsch-Rose-oscillatoren gekoppeld aan een

belasting, wordt aangetoond dat het variëren van de koppelingscoëfficiënt leidt tot

het ontstaan van een chaotische dynamiek in het systeem. Ook blijkt dat de span-

ningsamplitudes afnemen wanneer de grootte van de array van de HR-oscillatoren

toeneemt.

• Wij stellen een in vivo model voor van de circadiane klok van cyanobacteriën,

gebaseerd op het hexamere in vitro model, en er wordt aangetoond dat er een groot

bereik is van waarden die leiden tot een oscillatoir gedrag, zowel voor de wildtype

cyanobacteriën als voor de mutanten die de transcriptionele regulatie missen. Dit
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resultaat suggereert dat, hoewel de transcriptionele feedback de robuustheid van de

klok enigszins verbetert, het effect niet zo sterk is als eerder werd beweerd. Onze

conclusie is in overeenstemming met de experimenten.

trefwoorden: Grudzinski en Zebrowski-oscillator, cyanobacteriën, circadian ritme
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Résumé xxi

Cette thèse traite tout d’abord de l’analyse de la dynamique des systèmes couplés

considérés ici comme un ensemble d’oscillateurs auto-entretenus (Van der Pol, Grudzinski-

Zebrowski, Hindmarsch - Rose) alimentant une charge électrique (RLC, RL, RC ou R).

Deuxièmement, simuler l’horloge circadienne des cyanobactéries composées de trois pro-

téines sous sa structure simplifiée (monomère) et sa structure de base (hexamère). La

méthode de la balance des harmoniques, les lois des Kirchoff, la méthode de RK4 et le

critère de synchronisation ont été utilisés pour obtenir les résultats suivants:

• Dans le cas d’un réseau d’oscillateurs de Van der Pol couplés à une charge, on con-

state qu’après un nombre seuil d’oscillateurs sous lequel la puissance est égale à

zéro, la puissance augmente en fonction du nombre d’oscillateurs. Une non-linéarité

d’ordre élevé dans l’amortissement de l’oscillateur de Van der Pol augmente la puis-

sance de la charge.

• Dans le cas d’un réseau d’oscillateurs de Grudzinski-Zebrowski couplés à une charge,

nous concevons un circuit électrique équivalent. Nous démontrons alors que la puis-

sance dans les charges électriques (RLC, RL, RC et R) couplées à un réseau de tels

oscillateurs augmente avec le nombre d’oscillateurs jusqu’à des valeurs constantes

dépendant des types de charges et des valeurs des paramètres de charge. Le domaine

de synchronisation dépend des valeurs du couplage direct, des valeurs du couplage

indirect et du nombre d’oscillateurs dans le réseau.

• Dans le cas d’un réseau d’oscillateurs de Hindmarsch-Rose couplés à une charge,

on montre que la variation du coefficient de couplage conduit à l’apparition d’une

dynamique chaotique dans le système. On constate également que les amplitudes

de la tension électrique diminuent lorsque la taille du réseau des oscillateurs HR

augmente.

• Pour le modèle hexamèrique de l’horloge circadienne des cyanobactéries, on propose

le modèle in vivo de l’horloge circadienne des cyanobactéries basé sur le modèle in

vitro et on montre qu’il y’a une grande gamme de valeurs où il y’a des oscillations.

Mots clés : Oscillateur de Grudzinski Zebrowski, cyanobactérie, rythme circadien
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The study of the dynamical behavior of single or coupled mechanical and electrical

systems powered by self-sustained and bio inspired oscillators is a subject that has at-

tracted the attention to various scientists [1–3]. Coupling the self-sustained oscillators of

the electrical nature to a load can be interesting as this can be used as a representative

model to analyze the effects of biological signals on biological organs (e.g an ensemble

of cells constituting the pacemaker acting on the heart or the image of an ensemble of

neurons acting on a muscle).

The modeling, followed by mathematical and numerical studies of the electrical

conduction system models of the heart, has attracted the attention of several researchers

[4–9]. Several models to mimic the rhythm of heartbeat were developed, from the Hodgkin-

Huxley model [10] to the Van der Pol (VdP) model [11]. The VdP model was the pioneer

in providing relaxation oscillations. It was also used to qualitatively model heartbeat [12].

The research deepened and later Kaiser showed in Ref. [13] that the modified Van der

Pol oscillator seems to be more appropriate to describe oscillatory biological processes

better than the classic Van der Pol oscillator. In 2004, the Grudzinski and Zebrowski

oscillator whose dynamics is close to the physiological behavior of the electric signal of

the heart, was presented [5]. Derived from the classical Van der Pol oscillator, it suitably

presents signals having the shapes of physiological signals such as the resting potential,

refraction time and diastolic period depending on its parameters. Depending on its initial

conditions and the values of its parameters and certain values of external inputs [14, 15],

the Grudzinski and Zebrowski oscillator may have periodic or chaotic behaviors. To be

able to use such an oscillator in a system, one possibility is to use its electric model, but

it did not yet exist in the literature. Using discrete electronic components we designed an

equivalent electric model of the Grudzinski and Zebrowski oscillator

The coupling of these self- sustained oscillators (Van der Pol, Grudzinski and Ze-

browski) to an electrical charge made up of one or more conventional electrical components

such as the resistance R, the inductance L and the capacitance C, could be interesting as

it would have a behavior close to that of the pacemaker maintain the rest of the heart or

the rest of the body [16].

The Hindmarsh-Rose oscillator is a self-sustained biological oscillator whose dy-

namics is based on the overall behavior of neurons [17, 18]. The Hindmarsh-Rose model
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is commonly used to study the behavior of interacting neurons [19]. Its coupling with an

electrical load made up of resistance R, inductance L and capacitor C will be studied to

analyze how neurons behave when powering electrical loads.

The dynamics of synchronized oscillators is revelant in several fields such as engi-

neering, medicine, astronomy, etc. [20]. The phenomenon of synchronization is extremely

widespread in nature as well as in the realm of technology. In the study of several nonlinear

dynamical systems, the study of synchronization was made. It was observed its impor-

tant role in problems in various fields such as in biology and physics. Synchronization

in systems of coupled oscillators provides a unifying framework for different phenomena

observed in nature [21,22]. Enjieu et al. [23] coupled a set of VdP oscillators and demon-

strated that full synchronization is observed after critical values of the coupling coefficient

and number of oscillators are reached. Nana and Woafo [24] investigated different states

of synchronization in a ring of four mutually coupled Van der Pol oscillators, both in their

regular and chaotic states. They were able to obtain the boundaries of the synchronization

process when the external force is present. In the case of Grudzinski-Zebrowski oscillators,

a synchronization study considering both the direct coupling and the indirect coupling is

of interest and will be considered in this work.

Rhythms are found at all levels of the biological organization with periods ranging

from fractions of a second to ten years [25]. The circadian rhythms observed in all eukary-

otes and in some prokaryotes allow organisms to adapt and anticipate the alternation of

day and night [26]. They are endogenous due to the fact that they result from internal

mechanisms. The first work on the genetics of circadian rhythms focused on the locomotor

activity cycle in Drosophila, which showed that this behavior is accompanied by circadian

oscillations in the concentration of the protein efficiency ratio (PER) , and its messen-

ger ribonucleic acid (RNA) [27,28]. It was thought before the 1980s that only eukaryotic

cells benefit from an endogenous circadian rhythm. But cyanobacteria (photosynthetic

bacteria of the phylum Eubacteria) have also been shown to have an endogenous biolog-

ical rhythm. Huang and al. [29, 30] were the pioneers in demonstrating the existence of

circadian rhythms in cyanobacteria. From 1986, published articles showed that the three

main characteristics (an endogenous free-running cycle, entrainability and temperature

compensation) of circadian rhythms can be described in the same organism. The first to
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demonstrate the temperature compensation of a daily rhythm in marine cyanobacteria

were Sweeney and Borgese [31]. Cyanobacteria is one of the simplest organism with the

circadian clock that produces stable rhythms close to 24 hours. KaiC is always hexameric

but the first model did not consider this. Its modeling was done in order to investigate

on the properties of the circadian clock and the extension in the in vivo state will be the

subject of this part study on must remember that this existence of the circadian clock is

based on the phosphorylation of the central component. The objective is to show that the

in vivo PTR (Post translational regulation) of the hexameric model has a wide range of

values where there is oscillation. The cyanobacterial clock is constituted of an ensemble

of monomeric units. Each monomeric unit or form is an oscillator as we presented in the

first part of study on the cyanobacterial circadian clock. This clock can be considered

as an ensemble of oscillators, which act in a synchronized manner to produce the signal.

More importantly, we are also studying a coupling of two oscillators; the coupling of the

transcriptional regulation oscillator (TTR) and the in vitro oscillator (PTR). The TTR

regulation is the typical mechanism leading to oscillations in circadian clocks and con-

sists of a negative feedback of the core protein of the clock on its own production. The

PTR oscillator is the ensemble of monomeric units mentioned above and which can be

reconstituted in vitro.

So this thesis will treat the following questions related to self- sustained oscillators

of biological origin:

• Analyze the response of several heart cells modeled by the Van der Pol oscillator

when they are coupled to a biological organ (load).

• Find an equivalent electrical circuit for the Grudzinski and Zebrowski oscillator and

analyze the response of several heart cells modeled by the Grudzinski and Zebrowski

oscillator when they are coupled to a biological organ (load).

• Analyze the response of several nerve cells modeled by the Hindmarsh-Rose oscillator

when they are coupled to a biological organ (load).

• Propose an in vivo model of the cyanobacterial circadian clock based on the in vitro

model and analyze the existence of ranges of values where there is oscillation.

The thesis is structured as follows:
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• The first chapter presents the literature review and details the problem to solve.

• In chapter 2, we focus on the mathematical formalism, numerical and analytical

methods used to characterize the dynamics of the systems studied.

• Chapter 3 is devoted to the presentation of the results obtained.

• We end this thesis with a conclusion containing the main results and perspectives

for future investigations.
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1.1 Introduction

The purpose of this chapter is to present some known results on the electrical models

modeling the heart cells, the neurons and the circadian cycle and then present the ques-

tions adressed in this thesis. Section 1.2 deals the electrical models of the pacemakers.

Electrical models of nerve cells are presented in section 1.3. Section 1.4 presents the mod-

els of circadian cycle. The problems to be solved are detailed in section 1.5. Section 1.6

concludes the chapter.

1.2 Electrical models of the pacemakers

There are several models describing cardiac electrical activity, classified into two cate-

gories: physiological models and reduced membrane models. Physiological models, which

are models closely related to the techniques of recording experimental data, attempt to

integrate as much information as possible in order to account for the most important and

complicated electro-physiological phenomena. As for the reduced membrane models, they

are subdivided into two sub-groups: ionic and non-ionic models. In non-ionic models, there

are two categories: models from physics and phenomenological models. We will consider

for the rest of the work the models from physics which are characterized by an analogy

with the models of relaxation oscillators. These are electrical circuits capable of moving

alternately between two operating states of different energies without external sources

such as the RLC circuit with nonlinear Van der Pol damping coefficient [32] and the RLC

circuit with Nagumo diode [33].

1.2.1 Basic models

The heart cells are surrounded by a membrane crossed by channels, which, when opened,

allow ions to pass through and generate a certain current. At rest, these cells are polarized:

	 inside and ⊕ outside, due to the differences in ion concentrations on either side of the

membrane: -Sodium Na and Calcium Ca on the outside, - Potassium K on the interior.

Excited by a stimulus, these cells respond, with a variation of the membrane potential

with respect to time. A model of the heart cell takes into account the structure of the cell,

the internal and external ionic environment, and the dynamic properties of the membrane.
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So each heart cell is modeled separately depending on where it is located.

Basic electrical models of the heart cells have been improved over the years by vari-

ous researchers. Hodgkin and Huxley published in 1952 their ionic theory of the genesis

of membrane-level action potential for the giant squid axon [10]. It models the action

potential from three ionic currents, mainly due to sodium (incoming current responsible

for depolarization) and potassium (outgoing current responsible for repolarization) and

a low leakage current due to chlorine. Their work established the foundations of current

electrophysiology. Thus, the human atrial cell model is based on a classic Hodgkin and

Huxley formulation coupled with a compartment model to describe changes in concen-

trations in the cytoplasm and RS (Sarcoplasmic Reticulum) [34]. FitzHugh and Nagumo

in 1961 modified the Bonhoeffer-Van der Pol model which has only two state variables

representative of the excitability and inexcitability of the cell. While taking into account

the geometric analysis in the phase plane, this led to a good understanding of the dynam-

ics. We can cite among others Noble who proposed the model of cardiac cells in 1962 [35]

where he studied the Purkinje network cells which seem to be easier to study due to their

large size. This model encounters the drawback of not being able to explain the return of

sodium and potassium concentrations to their initial level. Other models have emerged

in order to seek to remedy these shortcomings. In 1985, Di Francesco and Noble modeled

pumps and exchangers [36], by a model describing depolarization by the rapid sodium

channel and repolarization by three potassium channels and two calcium channels. Two

transporters were modeled: the Na+/K+ pump and Na+/Ca2+ exchanger whose action

allows the sodium, potassium and calcium concentrations to return to their initial states.

Luo and Rudy in 1994 proposed a model of a ventricular cell which took into account the

intracellular mechanisms of calcium regulation [37, 38]. These models were derived from

experiments on the ventricles of animals, but Ten Tusscher proposed a model that was

more suited to human ventricles [39].

1.2.2 Van der Pol oscillator

The Van der Pol is considered as a relaxation oscillator. In order to reproduce heart-

beat rhythms, multiple models were proposed over the last hundred years. Most of these

models can be classified into two categories: HH (Hodgkin and Huxley)-type models and
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relaxation oscillator models. One of the pioneering models based on relaxation oscillations

was proposed by Van der Pol and Van der Mark [11]. In 1928, they published an article in

which they presented an electrical model of the heart [40]. The original electrical model

was based on a triode as presented in figure 1.1. It delivered self-sustained oscillations.

Figure 1.1: Original Van der Pol oscillator.

With the advent of modern electronics, the original model can be replaced by the

new model given in figure 1.2 where NLR is the nonlinear part of the resistance with the

following i− v characteristics is ivj = −a
(
vj
V0

)
+b
(
vj
V0

)3

where a, b and V0 are the positive

parameters.

Figure 1.2: Electrical circuit for the Van der Pol oscillator.
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By applying the Kirchhoff laws on this circuit, on finds that the electric potential

v1 is described in dimensionless form by equation (1.1).

ẍ− d
[
1− x2

]
ẋ+ x = 0 (1.1)

The Van der Pol oscillator has been studied extensively for several years and is con-

sidered to be the classic prototype of a self-sustaining oscillator [11]. It is used to model

oscillations in several areas such as biological rhythms, heartbeats, electrical circuits and

circadian rhythms [24].

Gois and Savi [41] proposed a mathematical model based on the Van der Pol equations

to emulate the cardiac conduction system composed of a Sino-Atrial node (SA), Atrio-

Ventricular node (AV) and His-Purkinje system (HS). These equations were added to

calculate the response of an oscillator system in the form of electrocardiogram (ECG).

This allowed them to evaluate heart functioning qualitatively and gave an opportunity to

compare the obtained results with the experimental (clinical) data. Bernardo et al. [42]

suggested a model of two coupled Van der Pol oscillators to generate the action potential

by the SA and AV nodes. Santos et al. [43] used a model composed of two coupled

Van der Pol oscillators with unidirectional or bidirectional coupling and subjected to

external driving. The sinus node (AS) and the atrioventricular node (AV) are modeled by

a coupling of Van der Pol oscillators with the aim of being able to explain beat phenomena

such as the Wenckebach periodicity, extra systoles, and pseudo-blocks [44]. Other papers

have used Van der Pol’s model to also model heartbeats [45, 46]. Makouo and al. [47]

were able to highlight the pulsed behavior of the Van der Pol oscillator numerically and

experimentally subjected to two types of excitations and showed that the period of the

bursting oscillations diminishes when the excitation frequencies increase. Nana et al. [16]

studied theoretically and experimentally the dynamics of a set of Van der Pol oscillators

coupled to an RLC load and were able to show that the power delivered to the load by

the array of active oscillator increases with the number of oscillators till a limiting value

increasing with the quality factor of the load. In this thesis, we consider the same model

and add a high degree of nonlinearity.

joint Ph.D in Fundamental Mechanics and Complex Systems by YOUMBI FOUEGO Dorota ?UY1 and VUB?



Chapter I: Litterature review 11

1.2.3 Grudzinski and Zebrowski oscillator

Since the Van der Pol oscillator does not capture all the signals observed biologically,

the researchers thought about modifying it so that it could reproduce physiologically im-

portant properties, such as the refraction period, phase-sensitivity properties, and modes

of change of the action potential frequency. It is with this in mind that two researchers

Grudzinski and Zebrowski thus added more terms in the Van der Pol equation to obtain

equation (1.2) with the coefficients given in (1.3).

ẍ+ β
(
x2 − (θ1 + θ2)x+ θ1θ2

)
ẋ+ x+

(γ + η)

γη
x2 +

x3

γη
= 0 (1.2)

β = 3; θ1 + θ2 = 0; θ1θ2 = −0.6889;
1

γη
= 0.05;

(γ + η)

γη
= 0.5 (1.3)

The time series of x for different values of the coefficient lead to shape very close to

the physiological voltage delivered by the pacemaker by providing pulsatile shape with

resting period. They discussed the possibility of modeling the properties of the conduction

system of the heart using equation (1.2). Zebrowski et al. [6] also relied on the mathe-

matical model of Grudzinski and Zebrowski and were able to reproduce the decrease of

heart rate variability with an increase in sympathetic activity, several phenomena well

known in cardiology, such as certain properties of the sinus rhythm and heart block.

Behnia et al. [14] used this and showed the chaotic effects on the external stimuli on the

heartbeat dynamics. In addition, they showed that one can be able to discern either nor-

mal or abnormal behavior of the cardiac pacemaker. Ryzhii et al. [48] presented a novel

model of cardiac conduction system including the main pacemakers and heart muscles.

The modified Van der Pol oscillator used to model the sinoatrial node, atrioventricular

node and Purkinje fiber. Their complete model allows to reproduce several well-known

electro-cardiological phenomena, such as tachycardia, complete heart block, atrial flutter,

and ventricular fibrillation. Cardarilli et al. [49] improved the work of Ryzhii and Ryzhii,

by coupling four oscillators and obtained the same results, but also reproduced the com-

munication interruption in the heart electrical conduction system when one of the bundle

branches does not work. Fabi´an et al. [50] proposed an approach for modeling cardiac

pulses from electrocardiographic signals (ECG). Therefore they took as a mathematical

model that of Grudzinski and Zebrowski and showed that the model used can resemble

the ideal cardiac rate pulse under optimal parameters.
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Considering the fact that the equivalent electrical circuit of the Grudzinski and Ze-

browski oscillator does not exist, we design one in this thesis. Moreover, we analyze the

response of several heart cells modelled by the Grudzinski and Zebrowski oscillator when

they are coupled to a biological organ (load) to control or excite it. To the best of our

knowledge, this question has not yet be considered.

1.3 Electrical models of nerve cells

Nerve cells, inlike other cells in the body, have a more complex structure. A neuron is

a cell with all the characteristics of a classic octopus-like cell, with arms (which can be

either a dendrite or an axon) that go all over the place. It contains the same organelles

and cytoplasmic elements as other cells in the body.

The most common type of neuron in the brain has several dendrites, but only one

axon (figure 1.3). Its role is to process a nervous message by receiving, treating and

transmitting. The transmission of information within a nerve fiber corresponds to the

propagation along the fiber of potential differences called action potentials. The nerve

fiber, or axon, is a linear outgrowth of the nerve cell that transmits electrical impulses

through the nervous system.

Figure 1.3: Schematic of a neuron.

There are different types of electrical modeling of nerve cells: multi-compartment mod-

els, the Hodgkin-Huxley model, the phenomenological model (integrates - and - pulls) and

discharge rate models.
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1.3.1 Hodgkin-Huxley model

Nerve impulse was first modeled by Hodgkin and Huxley in 1952, with the aim to cor-

rectly predict the main characteristics of excitability, like the shape of the action potential,

the speed of conduction. This model is cited as a reference to describe the electrical activ-

ity of the membrane potential of nerve cells. The Hodgkin-Huxley’s work associated with

those of John Carew Eccles on synaptic mechanisms allowed them to share the Nobel

Prize of Medicine in 1963. The equivalent electrical circuit of this model is presented in

figure 1.4.

Figure 1.4: Equivalent electrical circuit of the cell membrane

The different branches that make up this electrical circuit are the CMEM membrane

capacitance which separates the extra and intracellular media, the sodium (Na) and

potassium (K) current generators which have voltage dependent conductances and finally

a constant conductance leakage channel.

Mathematically, the current flowing through the membrane is written as (1.4)

IC = CMEM
dVMEM

dt
(1.4)

and the current through a given ion channel is the product (1.5)

Ii = gi (VMEM − Vi) (1.5)

where Vi is the reversal potential of the i − th ion channel. Thus, for a cell with sodium

and potassium channels, the total current through the membrane is given by:

I = CMEM
dVMEM

dt
+gNa (VMEM − VNa) +gK (VMEM − Vk) +gleak (VMEM − Vleak) (1.6)
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where I is the total membrane current per unit area, CMEM is the membrane capacitance

per unit area, gK and gNa are the potassium and sodium conductance per unit area,

respectively, VK and VNa are the potassium and sodium reversal potentials, respectively,

and gleak and Vleak are the leak conductance per unit area and leak reversal potential,

respectively. The time dependent elements of this equation are VMEM , gNa, and gK , where

the last two conductance depend explicitly on voltage as well.

Using a series of voltage clamp experiments and by varying extracellular sodium and

potassium concentrations, Hodgkin and Huxley developed a model in which the properties

of an excitable cell are described by a set of four ordinary differential equations [10].

The Hodgkin-Huxley model, or conductance-based model, is a mathematical model that

describes how action potentials in neurons are initiated and propagated. It is a set of

nonlinear differential equations that approximates the electrical characteristics of excitable

cells such as neurons and cardiac myocytes. It is a continuous-time dynamical system.

Together with the equation for the total current mentioned above, the set of equations is

given in (1.7).



I = CMEM
dVMEM

dt
+ gKn

4 (VMEM − Vk) + gNam
3h (VMEM − VNa) + gleak (VMEM − Vleak)

dn
dt

= αn (Vm) (1− n)− βn (Vm)n

dm
dt

= αm (Vm) (1−m)− βm (Vm)m

dh
dt

= αh (Vm) (1− h)− βh (Vm)h

(1.7)

where αi and βi are rate constants for the i − th ion channel, which depend on voltage

but not time. gn is the maximal value of the conductance. n , m , and h are dimensionless

quantities between 0 and 1 that are associated with potassium channel activation, sodium

channel activation, and sodium channel inactivation, respectively.

The Hodgkin and Huxley model later formed the basis for many other electrical models

of nerve cells [51–53]. Thus, in 1961 Fitzhugh [54] derived a simplified model of the nerve

cell equation. Subsequently the very first model of Hindmarsh and Rose [55] was presented

in 1982 and improved in 1984. All the modifications that the Fitzhugh-Nagumo model

underwent made it possible to reproduce most of the behaviors observed in neurons, such

as the slow-rapid phenomena of oscillations in bursts or even regular or irregular emissions

of action [56].
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1.3.2 Hindmarsh-Rose model

In 1982, Hindmarsh and Rose (HR) simplified the Hodgkin-Huxley model to a system

of two ordinary differential equations [17, 55]. This new oscillator model is capable of

reproducing many of the generic bifurcation scenarios present in more realistic models.

The Hindmarsh and Rose oscillator is adapted for a slow-fast system. It has the advantage

of being simple than the H-H model. There are two models of Hindmarsh and Rose

oscillators: one with two first order differential equations and the other with three first

order differential equations.

The Hindmarsh and Rose two-equation model exhibits neuron signal going from a sta-

ble resting state to stable emissions of action potentials by applying a positive excitation

of short time. This model is defined by the differential equations given in (1.8).

 ẋ = −x3 + w + a1x
2 + I

ẇ = 1− dx2 − w
(1.8)

where a1 and d are the positive constants.

The two equations model is not capable of reproducing bursting or trains of action

potentials which are sometimes delivered by the neurons. Because of this limit, Hindmarsh

and Rose proposed in 1984 the three equations model by adding a third equation which

takes into account the slowly changing current. So the three equations model is described

by the following set of equations given in (1.9) where a0 is the coordinate of the stable

equilibrium of the two-equation system (1.8) when I = 0 .


ẋ = −x3 + w + a1x

2 + I − z

ẇ = 1− dx2 − w

ż = γ (s (x− a0)− z)

(1.9)

where x corresponds to the membrane potential, which measures the potential difference

between the interior and exterior of the neuron, w describes the exchange of ions through

the membrane by fast channels, while z describes the exchange of ions through the mem-

brane by slow channels. a1 indicates the qualitative behavior of the oscillator. a0 is the

resting potential of the system. I is the external current injected in the oscillator. d is a

positive constant while S and γ are constants of small values. The parameter d is not

a crucial parameter for the elaboration of the different characteristics of the oscillations
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that are peculiar to the Hindmarsh-Rose oscillator whereas depending on the values of

parameters (I, γ , S ), we can have several kinds of dynamics which correspond to the

different signals delivered by real neurons [57]:

• Quiescence: the input to the neuron is below a certain threshold and the output

reaches a stationary regime.

• Spiking: the output is made up of a regular series of equally spaced spikes.

• Bursting: the output is made up of groups of two or more spikes called bursts sepa-

rated by periods of inactivity. The successive impulses can have different amplitudes

• Irregular spiking: the output is made up of an aperiodic series of spikes.

• Irregular bursting: the output is made up of an aperiodic series of bursts.

Since the Hindmarsh-Rose works, several researchers have been working on the Hindmarsh-

Rose model in order to be able to better explain nerve cells dynamics. Kazemi et al. [18]

proposed a digital structure for HR model and performed simulations which showed that

the outputs of proposed circuit can mimic the original model with a high match. Corson

et al. [58] made a numerical study on the Hindmarsh-Rose model and a discussion on

the chaotic dynamics of the HR model was done and they showed that the parameters

such as the time scale difference between the slow dynamics and the rapid dynamics γ ,

and the current I applied to the neuron to stimulate, have been designated as bifurcation

parameters for their biological interest. Moreover, Carson et al. [59] made a study on the

analysis of the asymptotic dynamics of Hindmarsh-Rose model and showed that the slow-

fast motions due to the small parameter γ makes the dynamics even more interesting.

Ginoux and al. [60] presented a method that may be able to capture the slow variety of

the Hindmarsh-Rose model. Storace and al. [61] analyzed the bifurcations using the HR

model and were able to conclude that the bifurcation scenario, gives concrete information

about the HR model and its organizing principles that are useful in more biophysically

oriented studies.

All of the above works on HR aimed at better understanding of the nerve cells dy-

namics. But none of them considered the response of several nerve cells modeled by the

joint Ph.D in Fundamental Mechanics and Complex Systems by YOUMBI FOUEGO Dorota ?UY1 and VUB?



Chapter I: Litterature review 17

Hindmarsh-Rose oscillator when coupled to a biological organ (load) to control or excite

it. This question will be considered in this thesis.

1.4 Models of the circadian cycle

Humans, animals and plants are all subject to natural rhythms which are a periodic

or cyclical variation of a particular function of a living being. It can be of several types:

either physiological (heartbeat, cerebral electrical activity, etc), biochemical (molecular

synthesis, hormonal, etc) or behavioral (sleep). The notion of rhythm of living beings was

described as far back as the 4th century BC by Androsthenes Thasius [62].

Most organisms possess a circadian clock allowing them to anticipate the day and night

cycle. Most living organisms have their internal clock. The clock plays an important role in

the functioning of the body. It controls the major biological functions such as sleep, body

temperature and the immune system [63]. Thanks to the circadian clock, the secretion of

melatonin begins at the end of the day, and sleep is deep during the night. This clock is

nestled in the brain which imposes the circadian rhythm on the body like a conductor. In

humans, this clock is found in the hypothalamus, which is made up of two suprachiasmatic

nuclei, each containing about 10,000 neurons that exhibit electrical activity oscillating over

about 24 hours. This electrical activity is controlled by the cyclic expression of about 15

clock genes. The internal clock is therefore continuously resynchronized over a 24 hour

cycle by external agents. [64].

1.4.1 Studies on biological clocks

The first publication that can be linked to the existence of the biological clock dates

from 1729 by the French astronomer d´Ortous de Mariam [65]. Thirty years later, other

researchers made the same observation, showing that leaf movements were not due to the

variations in ambient temperature. In 1832, de Candole noticed that the rhythm of leaf

movements had a period a little shorter 24 hours [66]. In the years of 1920-1930, Karl Von

Frish and his student Ingeborg Beling showed that bees only forage on flowers at very

specific times and that the deletion of environmental data such as daily illumination did

not modify the behavior of bees that obeyed internal programming [67]. Subsequently,
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Kramer proved the existence of a biological clock in the 1950s. Pittendrigh demonstrated

in 1952 that unlike most metabolic activities, the biochemical mechanisms of the clock

were not influenced by the body temperature and that the clock period was independent of

temperature (temperature compensation). Subsequently, he resumed the work of Klamus

on the hatching rate of a species of fly Drosoplila pseudoobscura (which concludes that

the period of the hatching rate increased from 24 h to 36 h) and showed that the second

peak hatching was much less late than the first and that the rhythm then resumed with an

almost unchanged period, close to 24 hours, which shows the temperature compensation.

His results thus established the main universal characteristics of the circadian clock. The

locomotive activity cycle in Drosophila made use of the early work on the genetics of

circadian rhythms. This work showed that cyclic behavior is accompanied by circadian

oscillations in the concentration of the PER (Protein Efficiency Ratio) and its RNA

(Ribonucleic acid) messenger [68, 69]. The mechanism of the circadian rhythm is based

on the negative feedback regulation exerted on the PER protein on the expression of

its own gene [68] and involves the phosphorylation of the PER protein which leads to its

degradation and entry into the nucleus. In the circadian clock mechanism in mammals [70],

there is a similar set of interlocking positive and negative regulations. This study leads

to several predictions that reveal the possibility of multiple sources of oscillations in the

genetic regulatory network controlling the circadian rhythms.

1.4.2 Models for cyanobacteria

Cyanobacteria are the classes of bacteria (2-8 micrometers in length and 1 micrometer

in width) commonly known as blue algae. They are prokaryotic photosynthetic cells due

to the fact that they use sunlight as an energy source. Due to its photosynthetic activity,

cyanobacteria are responsible for the enrichment of oxygen in the atmosphere. Spherical,

filamentous and rod shaped, they reproduce by binary section. It is one of the simplest

genetically tractable organism known to possess a circadian clock. It is experimentally

tractable because cyanobacteria are easy to grow, fast to reproduce and the state of the

clock is measurable in vivo via yellow fluorescent protein. This biological clock improves

the survival of cyanobacteria by allowing them to easily adapt to daily variations in

the environment. It also controls the division of its cells. The cyanobacteria is a living
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organism, it is much more complicated than 3 proteins. The cyanobacterial circadian clock

is composed of three proteins: KaiA, KaiB and KaiC which put together in the presence

of ATP in a test tube, can generate self-sustained oscillations of 24 hours period [71]. These

oscillations correspond to the phosphorylation of the KaiC protein. In the absence of the

KaiA, KaiC completely de-phosphorylates. As for the KaiB protein, it interferes with

the activity of KaiA on KaiC. The KaiC protein happens to be the main component of

the process. It can self-phosphorylate and self-de-phosphorylate at S (Serine 431) and T

(Threonine 432) residus which are two of the four forms of phosphorylated KaiC. The

other two forms are U (unphosphorylated), and ST (doubly phosphorylated at T and S).

So, the modeling of cyanobacterial circadian clock focuses on the structure of the

KaiC protein. The simplest stucture is that of modeling KaiC as a monomer and the

most complex is that of modeling KaiC as a hexamer.

The modeling of cyanobacterial circadian clock has attracted the attention of several

researchers.

A mathematical model of the in vitro clock relying on careful experiments measuring

all kinetic rates and concentrations of proteins involved was proposed in [72]. This simple

model beautifully reproduces oscillations with a period of about 24 hours, without any

parameter space exploration as all parameters have been measured. Shu-Wen Teng et al.

in 2013 [73] proposed an extension to the in vivo case. This model showed that PTR reg-

ulation is sufficient to generate oscillations, as observed in the experiments with mutant

cyanobacteria lacking the TTR regulation. It also showed that the transcriptional regu-

lation helps maintaining synchrony in a population of growing cyanobacteria. However,

the model requires finely tuned parameters to lead to oscillatory behavior of the mutant

cyanobacteria lacking the transcriptional regulation. The in vitro model it is based on did

not explicitly described the hexameric structure of the KaiC protein. More recently, a

more realistic model of the in vitro clock has been proposed in [74]. It describes explicitly

the hexameric nature of KaiC and the binding of KaiB to KaiC. Kitayama1 and al. [75]

also studied cyanobacteria as being hexameric assuming that the KaiC hexameric struc-

ture is critical for regulation of the circadian clock. However, the underlying molecular

mechanism of such regulation remained unclear. They found that local interactions at

subunit interfaces regulate the KaiC activities by coupling the nucleotide-binding states.
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Several researchers have studied cyanobacteria and looked for the phosphorylation of

KaiC which would amplify the existence of the biological clock. In this thesis, we propose

here to build an in vivo model based on this more realistic in vitro model.

1.5 Problems to be solved

As indicated above, in this thesis, we will solve four problems. It is therefore a question

here of recalling the problems which were mentioned in the preceding pages.

1.5.1 Problem 1

Analyze the response of several heart cells modeled by the Van der Pol oscillator when

they are coupled to a biological organ (load). Here the order of the nonlinearity of the Van

der Pol oscillator has been increased to see its influence on the variation of the electric

power in the load.

1.5.2 Problem 2

Find an equivalent electric circuit for the Grudzinski and Zebrowski oscillator making

use of the differential equations of the Grudzinski and Zebrowski oscillator. After finding

this circuit, it will be a question of analyzing the response of several heart cells modeled

by the Grudzinski and Zebrowski oscillator when they are coupled to a biological organ

(charge) to control or excite it and determine the variation of the electrical power in the

load.

1.5.3 Problem 3

Analyze the response of several nerve cells modeled by the Hindmarsh-Rose oscillator

when they are coupled to a biological organ (load) and determine the variation of the

electrical power in the load.
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1.5.4 Problem 4

Investigate the stability of the circadian clock in cyanobacteria taken as a monomer

and to extend in the vivo state of the cyanobacteria taken in a hexamer form. Compare

the robustness of the hexameric model in vivo and in vivo with the monomeric model.

1.6 Conclusion

In this chapter, we provided some background about the electrical models of pacemakers

(Van der Pol oscillator and Grudzinski and Zebrowski oscillator), about the model of

nerves cells (Hodgkin- Huxley model and Hindmarsh-Rose model) and about the models

of the circadian cycle (models for cyanobacteria). The problems that we will have to

solve in the thesis have also been presented. The following chapter will be devoted to the

mathematical formalisms, numerical simulation method used to solve the problems of the

thesis.
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2.1 Introduction

In the previous chapter, we presented some background about the electrical models

pacemakers (Van der Pol oscillator and Grudzinski and Zebrowski oscillator), about the

model of nerves cells (Hodgkin- Huxley model and Hindmarsh-Rose model) and about the

models of the circadian cycle (models for cyanobacteria). The objective of this chapter is

to present the methods used to understand the dynamic behavior of its different models.

The analytical numerical methods used to carry out our study will be listed below.

2.2 Modeling the coupling of a load to arrays of elec-

trical oscillators

2.2.1 Physical modeling of the coupling

a) Coupling one oscillator to a load

In the case of an oscillator coupled to a load, there can only be direct coupling between

the two circuits. Figure 2.1 shows the coupling between the Van der Pol oscillator and

the RLC load through the capacitor C0.

Figure 2.1: Van der Pol oscillator coupled directly with the RLC load.
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b) Coupling many oscillators to a load

Figure 2.2 shows a set of Van der Pol oscillators coupled directly to each other using a

capacitor C2, this set of oscillators is then indirectly coupled to the RLC load C0. Figure

2.3 shows a set of Van der Pol oscillators coupled indirectly to each other using a capacitor

C0, this set of oscillators is then indirectly coupled to the RLC load.

Figure 2.2: Array of mutually coupled Van der Pol oscillators indirectly coupled by a RLC

load.

Figure 2.3: An array of Van der Pol oscillators coupled to a RLC oscillator.
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2.2.2 Mathematical modeling

The first electrical model of the heart to be used is that of an array of Van der Pol

oscillators indirectly coupled via capacitors to a resonant RLC load. The Van der Pol

oscillator was the first oscillator to mimic the behavior of the heart, in order to obtain

the differential equations corresponding to the system studied, we use Kirchhoff’s laws

to the system which express the conservation of energy and of the load in an electrical

circuit. They bear the name of the German physicist who established them in 1845 by

Gustav Kirchhoff. In a complex circuit, it is possible to calculate the potential differences

at the terminals of each resistance and the intensity of the direct current in each branch

of circuit by applying the two laws of Kirchhoff: the law of nodes and the law of meshes.

Considering figure 2.3 of the j-th oscillator and using Kirchhoff’s laws, we have the

following equations:

Cvv̈j −

[
−a− 3b

(
vj
V0

)2
]
v̇j
V0

+ C0üj +
1

Lv
vj = 0 (2.1)

N∑
k=1

(
Lük +Ru̇k +

1

C
uk

)
=

1

C0

(v1 − u1) (2.2)

with 2 ≤ j ≤ N

Subsequently, to have the characteristic Van der Pol equations coupled to the load,

we will proceed by a change of variables, which induces a normalization of the voltage as

xj =
vj
V0

and yj =
uj
V0

with time which is also normalized in the form tref = 1
ω0

. Where

ω0 = 1√
LvCv

is the natural frequency of the electric oscillator.

By replacing each term by its normalized value in equations (2.1), (2.2) we obtain the

system of equations (2.3) describing the dynamics of the system
ẍj + αÿj − d

[
1− x2

j + bx4
j

]
ẋj + xj = 0; 1 ≤ j ≤ N

N∑
k=1

(ÿk+λẏk + µyk) = β (x1 − y1)
(2.3)

where λ= R
Lω0

, µ=LvCv

LC
,β = LvCv

LC0
,α = C0

Cv
andd = a

CvV0ω0
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2.3 Modeling the protein KaiC kinetics in cyanobacte-

ria

An image of cyanobacteria is presented in figure 2.4. The cyanobacterial clock can be

described based on the monomer structure or based on the hexamer structure. They key

element cyanobacterial clock is the phosphorylation level of its KaiC protein, which is

a hexameric protein. The simplest mathematical model of this clock did not take into

account the hexameric character of the protein [73]. More recently, a model investigating

the role of the hexameric structure has been proposed [74], they show that when KaiC

hexamers consist of a mixture of differentially phosphorylated subunits, the two phospho-

rylation sites have opposing effects on the ability of each hexamer to bind to the negative

regulator KaiB. They likewise show that the ability of the positive regulator KaiA to

act on KaiC depends on the phosphorylation state of the hexamer and that KaiA and

KaiB recognize alternative alternative allosteric states of the KaiC ring.

Figure 2.4: An image of cyanobacteria [76].

2.3.1 A simple model of the cyanobacterial circadian clock

The modeling of cyanobacterial clock focuses on phosphorylation state of theKaiC pro-

tein which is its central component. The simplest model considers KaiC as a monomeric

protein. The KaiC protein can be in one of its four phosphoforms: U (not phosphory-

lated); S (phosphorylated to serine); T (phosphorylated to threonine) and ST (doubly

phosphorylated at serine and threonine). S, T , ST and U are also the concentrations of

S − KaiC ( KaiC phosphorylated only on serine), T − KaiC ( KaiC phosphorylated

only on threonine), ST −KaiC (KaiC phosphorylated on both serine and threonine) and

U −KaiC (unphosphorylated KaiC ) respectively.
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The transformations between different forms are given as in chemical kinetics as pre-

sented in figure 2.5. The concentration of the ST forms will be noted D.

Figure 2.5: Transformations between different forms of the KaiC protein [73].

The resulting equations of kinetics of the interconversions between phosphoforms

are of first order but with the rates depending on S. They are given by the system of

equations (2.4).

dT
dt

= kUT (S) ∗ U + kDT (S) ∗D − kTU (S) ∗ T − kTD (S) ∗ T
dS
dt

= kUS (S) ∗ U + kDS (S) ∗D − kSU (S) ∗ S − kSD (S) ∗ S
dD
dt

= kTD (S) ∗ T + kSD (S) ∗ S − kDT (S) ∗D − kDS (S) ∗D

kXY (S) = k0
XY +

kAXY ∗A(S)

k1/2+A(S)

A (S) = max {0, [kaiA]− 2 ∗ S}

(2.4)

Equation (2.4.a) indicates that the rate of change of the concentration of the T form

is composed of a growth term resulting from the phosphorylation of U at the residue T

with a kUT coefficient, from a growth term resulting from the dephosphorylation of D

to T with a kDT coefficient, an inhibitory effect proportional to T which arises from the

dephosphorylation of T into U with a kTU coefficient and the dephosphorylation of T to

D with a coefficient kTD.

The equations for the rate of change other phosphoforms of KaiC are similar.

The phosphorylation and the dephosphorylation rates from the state x to state y are

denoted kxy, with k0
xy being the rate in the absence of KaiA and kAxy being the maximal

influence of KaiA on that rate. If KaiA promotes the transition, then KA
xy � 0; if KaiA
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inhibits the transition, then KA
xy ≺ 0 . The explicit effects of KaiB binding to S −KaiC

are not included in the model, as we assume that KaiB is in excess at all times and that

its binding with S −KaiC is instantaneous.

The effect of KaiB is therefore indirectly taken into account in the dependence of

kxy in S. Indeed, the form of kxy is given in eq.(2.4.d) depend hyperbolically on the

concentration A (S) of KaiA active monomers and is the source of the nonlinearitity in

the model.

For the in vivo model, it is based on the in vitro model given previously. But, one adds

terms for production KS, dilution Vd and degradation term V . All phosphorylated forms

of KaiC are assumed to have the same linear dilution rate and degradation rate (V,K)

. The terms of degradation of the mRNA is given by (Vm, Km). The unphosphorylated

form of KaiC now appears with the addition of the term production. So equation (2.5)

describes the in vivo model

dU
dt

= kTU (S) ∗ T + kSU (S) ∗ S − kUT (S) ∗ U − kUS (S) ∗ U − V ∗ U
K+U

− Vd ∗ U +Ks ∗M
dT
dt

= kUT (S) ∗ U + kDT (S) ∗D − kTU (S) ∗ T − kTD (S) ∗ T − V ∗ T
K+T

− Vd ∗ T
dD
dt

= kTD (S) ∗ T + kSD (S) ∗ S − kDT (S) ∗D − kDS (S) ∗D − V ∗ D
K+D

− Vd ∗D
dS
dt

= kUS (S) ∗ U + kDS (S) ∗D − kSU (S) ∗ S − kSD (S) ∗ S − V ∗ S
K+S
− Vd ∗ S

dM
dt

= Vs ∗ Kn
i

Kn
i +Cn

r
− Vm ∗ M

Km+M

(2.5)

where Cr = CU ∗U+CT ∗T +CS ∗S+CD ∗D is a transcriptional regulation knowing that

the coefficients CU , CT , CS, CD are these parameters determine how KaiBC transcription

is repressed by each of the four phosphorylated forms of KaiC.

2.3.2 Hexameric model of the cyanobacterial circadian clock

In this part, we present the equations of the hexameric form as reported in Ref [77]. The

KaiC hexamers in the KaiB binding competent state undergo a slow process associated

with the CI ATPase activity that will result in the KaiB ∗KaiC complex. They assume 6

KaiB molecules bind in a concerted or highly cooperative manner to one KaiC hexamer.

For each KaiB molecule, they assume that one KaiA dimer can be sequestered. Each

KaiC hexamer has 6 subunits, each containing two sites which can be phosphorylated

or dephosphorylated, can progress to a total of 12 possible reactions which will increase
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or decrease i, j, k by 1. The equation thus describing the dynamics of our system with as

hexamer is given by the equations below in (2.6).

d[KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + kon,B ∗ F i,j,k
B

 ∗ [KaiCi,j,k]

+koff,B ∗ [KaiB ∗KaiCi,j,k]
(2.6)

By assuming KaiC in a complex KaiB ∗KaiC, the latter can be activated by free KaiA,

therefore an equation similar to the equation (2.6) is given in (2.7).

d[KaiB∗KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiB ∗KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiB ∗KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiB ∗KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiB ∗KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiB ∗KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiB ∗KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiB ∗KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiB ∗KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + koff,B ∗ F i,j,k
B

 ∗ [KaiB ∗KaiCi,j,k]

+kon,B ∗ [KaiCi,j,k]

(2.7)

The concentration of the KaiCi,j,k ( KaiC hexamer) and [KaiB ∗KaiCi,j,k] (the complex

of KaiC hexamer with KaiB ) are described by the following set of differential equations
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(2.8).

d[KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + kon,B ∗ F i,j,k
B

 ∗ [KaiCi,j,k]

+koff,B ∗ [KaiB ∗KaiCi,j,k]
d[KaiB∗KaiCi,j,k]

dt
= ki,j,kUT (7− (i+ j + k)) [KaiB ∗KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiB ∗KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiB ∗KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiB ∗KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiB ∗KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiB ∗KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiB ∗KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiB ∗KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + koff,B ∗ F i,j,k
B

 ∗
[KaiB ∗KaiCi,j,k]

+kon,B ∗ [KaiCi,j,k]

(2.8)

with 0 ≤ i, j, k ≤ 6

The details allowing to arrive at the system of equations (2.8) describing the dynamics

of the hexamer are given in appendix 2.

2.4 Mathematical and numerical methods

Generally non-linear ordinary differential equations do not have exact analytical so-

lutions. The harmonic balance method and other suitable methods allow approximate

solutions to be found. Given the fact that we sometimes encounter difficulties in solving
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these equations analytically with exactitude, numerical simulations appear as complemen-

tary adapted solutions. In this thesis, we will use as numerical scheme the Runge-Kutta

method of order 4 (RK4) to solve numerically the different differential equations which

model our models and the balance of harmonics to analytically solve the less complex

differential equations. The programming language we used are FORTRAN 95, Python

and Matlab.

2.4.1 Harmonic balance method

The principle of balances of harmonics is a method generally used to determine the exact

or approximate periodic solutions of ordinary differential equations (linear or nonlinear)

subjected to sinusoidal periodic excitations [78]. Let us consider the following differential

equation [78,79]

ÿ + y = g(ẏ; y, t) (2.9)

Where the function g satisfies the following condition g(ẏ; y, t + T ) = g(ẏ; y, t). The

harmonic solution of equation is expressed as follows:

y = B sin (ω1t+ Φ) (2.10)

Where B is the amplitude of oscillations, ω1 the pulsation of the sinusoidal excitation

and Φ the phase at the origin. In substituting Eq. (2.10) into Eq. (2.9) and equating

separately the terms in cosine and sine which have the same harmonics, one obtains after

neglecting harmonics order greater than the first harmonic, a system of algebraic equations

which are the amplitude equations. This method is used in chapter 3 to determine the

harmonic solutions.

2.4.2 RK4 method for ordinary differential equations

Developed for the first time in 1894 by Runge and subsequently improved in 1901

by Kutta hence its name the method of Runge Kutta. It has the advantage of being a

numerically stable method [80]. Consider the ordinary first order differential equation:

dX(t)

dt
= f (X(t), t) withX(t0) = X0 (2.11)
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Where f = (f1, f2....fn) is the vector function with the unknown vector variable X(t) =

(x1(t), x2(t), ....xn(t)). For such an equation, we use the RK4 method for the resolution

given in [81,82] in equation (2.12):

xi+1,j = xi,j + (L1,j + 2 ∗ L2,j + 2 ∗ L3,j + L4,j)

t = t+ ∆t
(2.12)

Where



L1,j = ∆t ∗ fj (xi,j, t)

L2,j = ∆t ∗ fj
(
xi,j + L1,j, t+ ∆t

2

)
L3,j = ∆t ∗ fj

(
xi,j + L2,j, t+ ∆t

2

)
L4,j = ∆t ∗ fj (xi,j + L3,j, t+ ∆t)

Where i is counted for the increment of time and j labels the variables related to

xi,j, L1,j, L2,j, L3,j and L4,j are the intermediate coefficients and ∆t is the time step.

2.4.3 Numerical criterion for synchronization

a) Criteria for synchronization

Consider two coupled systems having different initial conditions, we say that the syn-

chronization is reached numerically when the deviation ε1 obeys to the following synchro-

nization condition given in equation (2.13).

|ε1| = |u− x| ≺ h,∀t ≥ tsynch (2.13)

Where tsynch is the time instant at which the two trajectories are close enough to

be considered as synchronized. h is the synchronization precision or tolerance. In the

simulation, we considered h = 10−2.

We suppose that complete synchronization is achieved in the network after a certain

time tsynch, after which one of the following criteria is verified.

|xi (t)− xj (t)| ≺ h,∀ (i, j) ,∀t � tsynch (2.14)

N∑
i=1
|xi(t)−xi+1(t)|

N
≺ h,∀t � tsynch

with, xN+1 = x1

(2.15)

Where h = 10−2 is the synchronization precision. These two criteria lead to the same

result.
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b)Bifurcation diagram and Lyapunov exponent

The bifurcation diagram and the Lyapunov exponent are drawn in order to look for the

different dynamical states of the system (such as periodic orbit, chaotic attractors, and

fixed points). This diagram also allows us to identify the routes to chaos taken by dynami-

cal systems such as: the period doubling route, the quasi-periodic route and intermittency

route.

Consider the system of equations (2.16) ẋ = y

ẏ = x
(2.16)

The Lyapunov exponents is given by the equation (2.17):

Lya = lim
t→∞

 ln

(√(
(dx)2 + (dy)2))

t

 (2.17)

where dx are dy the variations corresponding to x and y respectively.

2.4.4 Simulation softwares

To solve numerically the differential equations, we have used the Fortran and the Python

languages. We used both the Python and FORTRAN language because we faced the diffi-

culty of implementing the hexameric model of the cyanobacteria in FORTRAN. Therefore

we had recourse to the Python language which was able to manage the complexity of the

equations. The Matlab platform has been used to plot the curves which have been obtained

from the numerical simulations.

2.5 Conclusion

This chapter has first provided the methods to model the electronic models and the

cyanobacteria. Then the mathematical and numerical methods as well as the softwares

used in this thesis have been presented. In the next chapter, the results obtained will

presented.
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3.1 Introduction

This chapter is devoted to the presentation of the main results obtained in this thesis.

Section 3.2 deals with the analysis of the dynamics of an array of Van der Pol oscillators

coupled to an electrical load. The electrical power in the load is analyzed as some control

parameters are varied. Some attention is paid on the effect of a high non-linear term in

the damping of the Van der Pol oscillators. Section 3.3 is concerned with a question as in

section 3.2 using the Grudzinski and Zebrowski oscillator. But an interesting point is the

design of an equivalent electric circuit of the Grudzinski and Zebrowski oscillator. The

power generated in a load by an array of Hindmarsh- Rose neuron oscillators is considered

in section 3.4. The analysis of the stability of the cyanobacteria oscillations is conducted

in section 3.5. Section 3.6 concludes the chapter.

3.2 Powering an electrical load by an array of Van der

Pol oscillators

3.2.1 Reminder of the physical system

In chapter 2, we explain how to derive the equations of an array of Van der Pol oscillators

coupled to a RLC load. Now considering a high order nonlinear term in the dissipation

coefficient, one arrives at the following set equations.
ẍj + αÿj − d

[
1− x2

j + bx4
j

]
ẋj + xj = 0; 1 ≤ j ≤ N

N∑
k=1

(ÿk+λẏk + µyk) = β (x1 − y1)
(3.1)

Where xj =
vj
V0
, yj =

uj
V0
, λ= R

Lω0
, µ=LvCv

LC
,β = LvCv

LC0
,α = C0

Cv

In the case of a RL load, the term µyk is removed from equation (3.1.b) while in the case

of a RC load, the term ÿk is removed from equation (3.1.b). But in this case, the coefficients

λ , β and µ are replaced respectively by 1, λ1 and λ2 defined as:λ = 1;λ1 = 1
CRω0

and

λ2 = 1
C0Rω0

.

In this case of a simple R load, the terms ÿk and µyk are removed from equation

(3.1.b). But in this last case, the coefficient β is replaced by β1 defined as β1 = 1
C0Rω0

.
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3.2.2 Voltages variations across each oscillator and across the

load

Let us assume that all the Van der Pol oscillators are synchronized, when the nonlinear

coefficient d and the coupling coefficients α and β are small, the approximate analyt-

ical solution of equations (3.1) can be found using the harmonic balance method which

considers that the solutions are in the form of (3.2). x = A cos (t+ φ)

y = B cos (t+ ϕ)
(3.2)

where A and B are voltage amplitudes and, φ and ϕ are the phases of the voltages

across the Van der Pol oscillators and the coupling capacitor respectively. Inserting these

expressions in the equations (3.1), one obtains the voltage amplitudes A and B as:

A =

√√√√√√ 1
4
−

√
1
16
− b

2

(
1− βα

d
√

(µN−N+β)2+λ2N2

)
b
4

(3.3)

and

B =
βA√

(µN −N + β)2 + λ2N2

(3.4)

The voltage amplitude A exists under the following conditions N ∈ ]N1, N11[ ∪ ]N22, N2[ ; if, b > 1/8

N ∈ ]0, N1[ ∪ ]N2,+∞[ ; if, 0 <b < 1/8
(3.5)

where N1, N2, N11 and N22 are given below: N1 = (−2µβ+2β)−
√
Q

2(µ2+1−2µ+λ2)
, N2 = (−2µβ+2β)+

√
Q

2(µ2+1−2µ+λ2)
, N11 =

(−2µβ+2β)−
√
S

2(µ2+1−2µ+λ2)
and N22 = (−2µβ+2β)+

√
S

2(µ2+1−2µ+λ2)
with S = 4β2α2

d2 (µ2 + 1− 2µ+ λ2) − 4λ2β2 and

Q = 4β2α2

d2(1− 1
8b)

2 [µ2 + 1− 2µ+ λ2]− 4λ2β2

If conditions (3.5) are not satisfied, then A does not exist and there is no oscillation in

the system.

The curves obtained from the analytical calculations are compared to those obtained

from the direct numerical simulation of the set of differential equations (3.1). For small

values of the nonlinear coefficients, there is a good agreement between the curves obtained

from equations (3.3) and (3.4) and those obtained from the direct numerical simulation.

The numerical simulation is therefore used only to present curves related to the case where
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the values of the nonlinear coefficients are not small enough to warrant the validity of the

analytical results.

Figure 3.1 presents the variations of A and B versus the number of the oscillators.

When the number of oscillators is less than 29, there is no generation of voltage in the

system. The Van der Pol oscillators are death because of the indirect coupling. After this

critical value of N , the voltage in the Van der Pol oscillator increases with N and saturates

at a value equal to 2 for large value of N . In its side, B increases with N and attains a

maximal value (at N=50) after which it decreases with N . This behavior of B versus N

indicates that there is an optimal value of the size of the array leading to a higher voltage

in the load.

Figure 3.1: Variations of the voltages amplitudes versus N: a) Van der Pol oscillator; b)

across the coupling capacitance C0 for α = 0.6, β= 10, d = 0.1,λ= 2 and µ= 0.85
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3.2.3 Effect of the high order non linearity of the damping

As it also appears in Figure 3.1, the quartic nonlinear coefficient b affects the voltages

by increasing their values. The analysis of the voltage amplitudes versus the d, for fixed

value of N , has presented a voltage shape (for both the VdP oscillator and the RLC load)

similar to what is observed in Figure 3.1.a. As d increases, the voltage amplitudes remain

equal to zero until a threshold value of d after which they increase rapidly, then slowly

with d and finally attain a plateau.

3.2.4 Power in the loads

The power in the load is consumed in the resistor and is given by the following expres-

sion:

P = R ≺ i�2 (3.6)

where ≺ i � is the effective mean current through the load. The current in the load is

given by:

i =
N∑
k=1

C0
duk
dt

(3.7)

The expression of the power in the resistor is thus:

P =
RN2w2

0C
2
vV

2
0 α

2β2A2

2
(
λ2N2 + (µN −N + β)2) (3.8)

Figure 3.2 presents the power variation versus the control parameters N , d and b. It is

seen that the power increases with N after the critical value of N below which the power

in the load is equal to zero (see Figure 3.2.b). The power begins to exist from N = 30

and increases until the value of P = 16.53 for N = 200 for b = 0. Like for the voltage

amplitudes, the power increases with d (Figure 3.2.a) and with b (Figure 3.2.b).

In the case of RL load, the critical value of N below which there is no power in the

load is 29 and that power increases until the value of P = 13.84 for N = 200 (Figure 3.3).

While in the case of the RC load, that critical value of N is 3 and the power increases

until the value of P = 0.503 for N=200 (Figure 3.4). In this case of the R load, that

critical value of N is 6 and the power increases until the value of P = 0.5983 for N = 200

(Figure 3.5).
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Figure 3.2: Power (Watt) in the RLC load versus d with b = 0.1 (figure 3.2.a) and versus

N for two different value of b with d = 0.1 (figure 3.2.b) for α = 0.6, β= 10,λ= 2,µ= 0.85

and R = 156Ω

Figure 3.3: Power in the RL load versus the number of oscillators in the array for α =

0.6, β= 10, b = 0.1,λ= 2 and R = 156Ω
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Figure 3.4: Power (Watt) in the RC load versus the number of oscillators in the array for:

α = 0.6, b = 0.1,λ1= 0.44,λ2= 0.86, d = 0.1 and R = 156Ω

Figure 3.5: Power (Watt) in the R load versus the number of oscillators in the array for:

α = 0.6, b = 0.1,β1= 0.86, d = 0.1 and R = 156Ω

According to figure 3.4, a good agreement is found between the analytical and numer-

ical results.

Subsequently, we have fixed the value of N and we have plotted the power as a function

of R which is given in figure 3.6. We observe a phenomenon of resonance of power. The

curve increases to the maximum value 3.588, then decreases and remains almost constant

around the zero with the evolution of resistance. The maximum value of the power P is

reached at R = 13Ω .
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Figure 3.6: Power (Watt) in the RLC load versus R for: L = 200 ∗ 10−6H,α = 0.6, β =

10, µ = 0.85, N = 10

3.2.5 Implications for cardiac response

The fact that there are threshold values of the size of the array and of the nonlinear

coefficient d can be related to the development of the heart pacemaker at its early stage.

Indeed, it is known that, after its formation, the heart pacemaker remains silent and

starts firing electrical signals after some days. A sort of quorum sensing phenomenon

where the system starts its activity after a certain size, depending on the environment,

is attained [83]. Inversely, after attaining its optimal functioning stage, if the number of

pacemaker cells decreases, then the power delivered by the heart also decreases.

When the resistance increases, we observe an increase in power which reaches its

maximum value, then decreases and remains almost constant around zero. With age,

the heart tends to increase slightly in size and develop thicker walls and slightly larger

chambers. The increase in its size is mainly due to an increase in the size of individual

heart muscle cells. Age-related stiffness of the heart walls causes insufficient filling of the

left ventricle and can sometimes lead to heart failure. With age the walls of the arteries

and arterioles thicken and the space between the arteries increases slightly. All its changes

make the vessels more rigid and less elastic. The loss of elasticity of arteries and arterioles

due to aging prevents them from relaxing so quickly during the rhythmic contraction of

the heart.
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3.3 Power in an electrical load delivered an array of

Grudzinski-Zebrowski oscillator

3.3.1 Equivalent electrical circuit for the Grudzinski-Zebrowski

model

We remind that the mathematical equation of the Grudzinski-Zebrowski oscillator is

given as in equation (3.9), where β is the damping constant.

ẍ+ β
(
x2 − (θ1 + θ2)x+ θ1θ2

)
ẋ+ x+

(γ + η)

γη
x2 +

x3

γη
= 0 (3.9)

From the literature review, we found that all the studies done on the Grudzinski-

Zebrowski oscillator were essentially based on the mathematical model using numerical

simulation. To the best of our knowledge, there is no equivalent electric circuit composed of

discrete electronic components (diodes, resistance, transistors or analog components), as it

is in the case of the Van der Pol oscillator. There is therefore, a need of an electrical model

for the Grudzinski-Zebrowski oscillator since it will give way for more studies such as the

one conducted in this thesis where loads are coupled to the electric equivalent circuits. It is

also expected that experimental study can be undertaken using the electrical equivalent.

After a series of tries and fails, we came out with the electrical model presented in Figure

3.7. It consists of 4 branches. The first branch comprises an inductor L1 and a resistance

R1 ; the second contains a capacitor C1 ; the third is a nonlinear resistance; and the last

one has a diode.

Figure 3.7: Equivalent electrical circuit of the Grudzinski-Zebrowski oscillator.

We assume that the current-voltage (I − V ) characteristics of the diode is given by

(3.10).

i = i0(eV/V0 − 1) (3.10)
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whose after expansion gives

i = i0(
V

V0

+
V 2

2V 2
0

) (3.11)

where i0 and V 0 are constant coefficients related to the diode. V is the voltage across C1

, or across the nonlinear resistance (NLR), or across the diode.

We also assume that the current-voltage characteristics of the nonlinear resistance

NLR is given as follows:

i = −aV
V0

+
bV 3

V 3
0

(3.12)

Using the first mesh of the circuit, one gets

L1
di

dt
+R1i− V = 0 (3.13)

Where i is the current flowing through L1. where V = q
C1

, which is the voltage across

the capacitor.

Considering the nodes law, one gets

i = −dq
dt

+
aV

V0

− bV 3

V 3
0

− i0V

V0

− i0V
2

2V 2
0

(3.14)

where q is the electric charge in the capacitor.

By replacing (3.14) in (3.13), it comes that the voltage V satisfies the following equa-

tion:
d2V
dt2

+ 3b
V 3

0 C1

(
V 2 + i0V0V

3b
− V 2

0 a

3b
+

i0V 2
0

3b
+

R1V 3
0 C1

3bL1

)
dV
dt

+

R1bV 3

V 3
0 L1C1

+ R1i0V 2

2V 2
0 L1C1

− R1aV
L1C1V0

+ V
L1C1

+ R1i0V
V0L∂C1

= 0
(3.15)

Setting x = V
V0

and normalizing the time t is normalized with respect tref = 1
ω0

with

ω0 =
√
−a+2i0
L1i0C1

, one obtains the following equation:

d2x

dt2
+

3b

V0ω0C1

(
x2 +

i0x

3b
− a

3b
+
i0
3b

+
R1V0C1

3bL1

)
dx

dt
+ x+

R1i0x
2

2L1ω2
0C1V0

+
R1bx

3

L1ω2
0C1V0

= 0

(3.16)

The following values have been given to the electrical components and parameters: L1 =

200×10−6H; i0 = 10−4A;V0 = 26×10−3V ; 1
C1

= 70921985, 8156F−1; a = 0.0001; b = 0.237.

Equation (3.16) can thus take the form of equation (3.9) with the following dimen-

sionless coefficients:

β = 3; θ1 + θ2 = 0; θ1θ2 = −0.6889;
1

γη
= 0.05;

(γ + η)

γη
= 0.5 (3.17)

joint Ph.D in Fundamental Mechanics and Complex Systems by YOUMBI FOUEGO Dorota ?UY1 and VUB?



Chapter III: Results and discussion 44

Figure 3.8 presents the phase portrait and the time trace of the signal delivered by

equation (3.16) with the above parameters and the following initial conditions: x (0) =

−0.1 and ẋ (0) = 0.025

Figure 3.8: Signal delivered by the Grudzinski-Zebrowski oscillator: a) phase space, b)

time history.

3.3.2 Voltage variation across oscillator and across the load

The Grudzinski-Zebrowski oscillator is a representative of electrical models of heart

pacemaker cells. The cells can be coupled indirectly through the electrical load represent-

ing the rest of the heart or the rest of the cardiovascular system seen by the pacemaker

or both directly and indirectly. In the case of the indirect coupling, each cell is coupled to

the external load as in references [16, 84, 85]. When the direct and indirect coupling take

place, each cell is coupled to the external load, but all the cells are coupled together in a

diffusive manner with short or long range coupling [24]. We will consider both cases here
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and come out with the behavior of the oscillatory states and the power received by the

load. The system is presented in Figure 3.9, where we see a set of N Grudzinski-Zebrowski

oscillators coupled to a RLC load. The coupling is through the capacitance C0 as for the

case of Van der pol oscillators analyzed in section 3.2.

Figure 3.9: Array of Grudzinski and Zebrowski oscillators loaded by an RLC circuit.

Using Kirchhoff’s laws, appropriate dimensionless variables and the same normaliza-

tion as above and also setting yj =
uj
V0

, one obtains the set of equations (3.18) which

describes the variation of voltage xj across each oscillator and the voltage yj across the

coupling capacitance.
ẍj + µ (xj

2 − 0.6889) ẋj + xj + 0.5x2
j + 0.05xj

3 + A1ÿj + A2ẏj = 0; 2 ≤ j ≤ N
N∑
k=1

(ÿk +B1ẏk +B2yk) = B3 (x1 − y1)
(3.18)

With A1 = C0

C1
and A2 = R1C0

L1ω0C1
.

The dimensionless parameters B1, B2 and B3 are defined in Table 1 for different types

of loads.
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Table 3.1: Expressions of the coefficients Bi for each type of electrical load

Load B1 B2 B3

RLC load R
Lω0

1
LCω0

2
1

Lω0
2C0

R load 1 0 1
C0Rω0

RL load R
Lω0

0 1
C0Rω0

RC load 1 1
Rω0C

1
Rω0C0

We first analyze the variations of the voltage amplitude as the number of oscillators

varies. The initial conditions used for the numerical simulation are x (0) = −0.1, ẋ (0) =

0.025 , yi (0) = 0.025 and dy
dt i

(0) = 0.025 .

First considering the RLC load, we use the following values:R = 156Ω, L = 200 ×

10−6H,C = 36.3 × 10−9F and C0 = 1.89 × 10−8F . Figure 3.10 presents the amplitudes

of the voltages xj and yj versus the number N of the oscillators. It is observed that the

voltage amplitude increases in each Grudzinski-Zebrowski oscillator with the increase of

N . One remarks that for lower values of N , the voltage is almost equal to zero as for

the case of array of Van der Pol oscillators. But at the same time, the voltage amplitude

across the capacitance C0 decreases when N increases.

Considering the other types of loads (RL, RC, and R), we found similar variation

as in the case of the RLC load. However quantitatively, it has been observed that the

amplitudes is lower in the RC load compare to the other loads (see figure 3.11).
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Figure 3.10: Voltage amplitudes responses versus the number N of the oscillator: a) in

the Grudzinski-Zebrowski oscillator; b) across the coupling capacitance C0, with R =

156Ω;L = 200 × 10−6H;C1 = 36.3 × 10−9F ;C0 = 1.89 × 10−8F ;R1 = 156Ω;V0 = 26 ×

10−3V ; i0 = 1× 10−4A;L1 = 200× 10−6H;µ= 3 and ω0 = 594228.361 .
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Figure 3.11: Voltage amplitudes responses in the Grudzinski-Zebrowski oscillator versus

the number N of oscillators coupled to RLC, RL, RC and R loads across with ω0 =

594228.361 and parameters of figure 3.10.

Considering the effects of the coupling capacitance C0 , figure 3.12 shows that the

voltage amplitude across the Grudzinski-Zebrowski oscillator increases while the voltage

amplitude across C0 decreases with the increase of C0 .

The effects of the nonlinear damping parameter µ has also been investigated. It is

found that the voltage amplitude in each oscillator increases with µ up to the value

µ = 8.5 . Then, a decrease takes place till µ = 84.8 , followed by a second smooth

increase. For the voltage across C0, its amplitude increases with the increase of µ (see

figure 3.13).
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Figure 3.12: Voltage amplitudes responses versus the coupling capacitance C0: a) across

the Grudzinski and Zebrowski oscillator; b) across the coupling capacitance with N = 20,

ω0 = 594228.361 and with the parameters of figure 3.10.
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Figure 3.13: Voltage amplitudes responses versus the coupling coefficient µ : a) across

the Grudzinski and Zebrowski oscillator; b) across the coupling capacitor C0, N = 20,

ω0 = 594228.361 and with the parameters of figure 3.10.

3.3.3 Power in different loads

The most interesting quantity in the load is the power delivered by the array of self-

sustained oscillators. It is defined by the following equation.

P = R× i221 (3.19)

Where R and i21 are respectively the load resistance and the current intensity.

Since i21 =
N∑
k=1

C0
duk
dt

,and knowing that uk = ykV0 , one obtains i21 = NC0ẏkV0ω0.

By taking into account the above literal expression of i21 , the power in the load is:

P = R(NC0ẏkV0ω0)2 (3.20)
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This expression remains the same for the different types of load, except that the value of

the derivative of the component y will be determined according to the load that will be

taken into account during the numerical simulations.

Figure 3.14 presents the power variation versus N in the R, RL, RLC and RC load.

We remark that, the power increases with the increase of N for all types of loads. Quan-

titatively, one notes that the RL load consumes more power than the RLC load while

the pure resistive load consumes the highest power. The power consumed by the RC load

(which is more close to biological tissue) is at the intermediate level.

We have also considered the resistance Ras a control parameter and plot the power

versus R. We found that, for all types of load, the power increases with R and attains a

saturation level where it remains constant. Such a variation is presented in Figure 3.15

for the RLC, RC, RL, and R loads. Let us mention that the curve for the R load and that

of the RLC load are almost the same.

Figure 3.14: Power (Watt) delivered to the R, RL, RLC and RC loads versus the number

N of Grudzinski and Zebrowski oscillators, with ω0 = 594228.361 and the parameters of

figure 3.10.
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Figure 3.15: Power (Watt) delivered in the load RLC, RL, RC, and R load versus R with

N = 20 , ω0 = 594228.361 and with the parameters of figure 3.10.

We observe that no matter the load (RLC, RL, RC, and R), the power increases and

reaches a value then after this maximum value, it remains constant with the evolution of

the resistance. This variation is different from that which we obtained in the case of the

study of the oscillator of Van der Pol where the power increases and reaches the maximum

value, then it decrease and finally remains almost constant around zero with the evolution

resistance.

3.3.4 Synchronization of the Grudzinski and Zebrowski oscilla-

tors subjected to the RC load

In this section, one considers the situation where all the Grudzinski-Zebrowski oscil-

lators are mutually coupled to each other by a capacitor and indirectly coupled to the

RC load. In this subsection, direct coupling, is about the coupling between neighboring

oscillators one after the other by a capacitor while forming a ring (oscillator network).

When this oscillator network is coupled to a load by a capacitor, we are in the presence of

an indirect coupling. Figure 3.16 presents the system under consideration. Each oscillator

is directly coupled to its nearest neighbors through a capacitor. At the same time, all the

oscillators are indirectly coupled to the RC load, generating therefore an indirect coupling

between the oscillators. We chose a ring for the reason that it is due to periodic boundary
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conditions since in reality the system is assumed to have a large number of cells. Moreover,

the direct coupling is a biological mechanism by which cells communicate through gap

junctions.

Figure 3.16: Ring of N mutually coupled Grudzinski-Zebrowski oscillators coupled indi-

rectly by a RC load.

Using the electric laws, one finds that the voltages in Figure 3.16 are described by the

following set of differential equations:
d2xk
dt2

+ 3b
V0ω0C1

(
xk

2 + i0xk
3b
− a

3b
+ i0

3b
+ R1V0C1

3bL1

)
dxk
dt

+ xk + R1i0xk
2

2L1ω2
0C1V0

+ R1bxk
3

L1ω2
0C1V0

+K2ÿk + R1K2

L1ω0
ẏk = K1 (ẍk−1 − 2ẍk + ẍk+1) + R1K1

L1ω0
(ẋk−1 − 2ẋk + ẋk+1)

N∑
P=1

(
ẏP + 1

Rω0C
yP

)
= 1

Rω0C0
(xk − yk)

(3.21)

Where the dimensionless quantities are given below:

xk =
Vk
V0

;yk =
uk
V0

; K2 =
C0

C1

;K1 =
C2

C1

; tref =
1

ω0

;ω0 =

√
−a+ 2i0
L1i0C1

(3.22)

The direct coupling coefficient is K1 and the indirect coupling coefficient is K2 .

Three concerns arise from the model. The first one is to see how the mutually coupled

oscillators behave when they are not coupled to the load. In other words, for which value

of the mutual coupling coefficient a full synchronization can be achieved? The second one

is to understand how the indirect coupling affects the synchronization limits. The third

concern is to find out how the mutual coupling coefficient affects the power in the RC

load.
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Referring to Enjieu et al. [23], numerical simulations have been conducted in search

of the coupling coefficient leading to full synchronization as a function of the number of

Grudzinski and Zebrowski oscillators. Considering the system of figure 3.16 without the

RC load, equation (3.23) repeats the set of dimensionless equations under consideration

here

d2xk
dt2

+ 3b
V0ω0C1

(
xk

2 + i0xk
3b
− a

3b
+ i0

3b
+ R1V0C1

3bL1

)
dxk
dt

+ xk + R1i0xk
2

2L1ω2
0C1V0

+ R1bxk
3

L1ω2
0C1V0

= K1 (ẍk−1 − 2ẍk + ẍk+1) + R1K1

L1ω0
(ẋk−1 − 2ẋk + ẋk+1)

(3.23)

When one considers two Grudzinski and Zebrowski oscillators described by the same

equations and starting with different initial conditions, one observes that they present

the same behaviour but with a phase difference. Finding the synchronization domain is

to look for N and the coupling coefficient K1 leading to the disappearance of the phase

difference so that the oscillators are phase locked with phase difference equal to 0. Figure

3.17 presents the synchronization domains in the (N,K1) plane. It is seen that the full

synchronization domains (FS) are not linearly delineated from the domains where there

is no synchronization (NS). The figure 3.17 was made by fixing each time the number of

oscillators and by varying the value of the coupling coefficient in order to find the values

of the coupling coefficient where there is a total synchronization of its oscillators fixed

at the start. The difference of the average value between two positions of two oscillators

must be 0.01 for there to be synchronization. For the case N = 16, |x (16) -x(13)| < 0.01

and |x(16)-x(12) |< 0.01 so that there is synchronization.

Figure 3.17: Boundaries for full synchronization (FS) and no-synchronization (NS) in the

parametric plane (N,K1) with ω0 = 594228.361 and with the parameters of figure 3.10.

In order to show the accuracy of the synchronization diagram, we took a couple of
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values (N,K1) where there is synchronization and where there is no synchronization ac-

cording to figure 3.17, and plotted there time traces for these cases. From the temporal

traces, it emerges that for the parameters for which there is synchronization, the temporal

traces are in phase and in the contrary case they are out of phase (see figure 3.18 and

figure 3.19).

Figure 3.18: Time traces of the oscillations in case there is no synchronization with

K1 = 0.04 and parameters of figure 3.10.

Figure 3.19: Time traces of the oscillations in case of full synchronization with K1 = 0.1

and parameters of figure 3.10.

When the load is taken into account, the power delivered by the array of self-sustained

oscillators is given as follows:

P = R(NC0ẏkV0ω0)2 (3.24)

It is rewritten according to the mutual coupling

P = R

(
N

(
C0 ∗ C2

K1 ∗ C1

)
ẏkV0ω0

)2

(3.25)
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In figure 3.20, the variation of the power in the load is presented as a function of

the number of oscillators for three values of the mutual coupling coefficient. One observes

that, the power decreases with the increase in the mutual coupling coefficient. In addition,

one also observes a succession of decrease and increase in the amplitudes of the power

with the increase in the number of oscillators. For some values of N , the power is equal

to zero. This is an indication of lost of synchronization in the oscillators dynamics.

Figure 3.20: Power (Watt) in the load RC load versus the number of Grudzinski-Zebrowski

oscillators for different values of K1 with ω0 = 594228.361 and parameters of figure 3.10.

3.3.5 Power at load output when synchronization is reached

When the full synchronization is reached, the power in the RC load is plotted versus

the mutual coupling coefficient in figure 3.21. The power first decreases and reaches the

value 5.107 × 10−4, then increases till the value 6.402 × 10−3 and finally decreases when

the mutual coupling increases.
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Figure 3.21: Power (Watt) in the RC load versus the mutual coupling coefficient with

N = 10, ω0 = 594228.361 and parameters of figure 3.10.

3.4 Response of a Hindmarsh-Rose oscillator array cou-

pled to an RLC load

In this part, the Van der Pol oscillator is replaced by the Hindmarsh-Rose oscillator. The

Hindmarsh-Rose oscillator is a self-sustained biological oscillator whose dynamics is based

on the overall behavior of neurons [17,18] as explained in chapter 1. The Hindmarsh-Rose

model presents good properties and is commonly used to study behavior of interacting

neurons [19]. It is described by the following three coupled ordinary differential equations


ẋ = −x3 + w + a1x

2 + I − z

ẇ = 1− dx2 − w

ż = γ (s (x− a0)− z)

(3.26)

where the variable x is the membrane potential, the variables w and z model the transport

rate of sodium, potassium ions and other ions across the membrane through fast and slow

ion channels respectively. a1 indicates the qualitative behavior of the oscillator. a0 is the

resting potential of the system. I is the external current injected in the oscillator. d is a

positive constant while S and γ are constants of small values.
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Figure 3.22 opposite shows us the signal generated by the Hindmarsh-Rose oscillator

given by the differential equation (3.26), it is the bursting.

Figure 3.22: Signal generated by the HR oscillator with the following parameters: I =

1.5, d = 5, a0 = 3, a1 = −1.5, S = 4, γ = 0.0021

3.4.1 Voltage variation across each oscillator and across the load

We model the dynamics of an array of N Hindmarsh-Rose oscillators coupled to a RLC

circuit by the set of equations (3.27) assuming that the x variable is coupled to the load.

ẋj = −x3
j + wj + a1x

2
j − zj + I + αÿj

ẇj = 1− wj − dx2
j

żj = γ [s (xj − a0)− zj]
N∑
k=1

(ÿk+λẏk + µyk) = β (xj − yj)

(3.27)

Figure 3.23 opposite shows us the signal generated by the Hindmarsh-Rose oscillator

coupled to the RLC charge given by the differential equation (3.27). This corresponds

to a spiking signal. So because of the coupling to the load, the bursting oscillations are

transformed to spiking oscillations.
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Figure 3.23: Signal generated by the HR oscillator coupled to the RLC load with the

following parameters: a1 = 3, d = 5, I = 1.5, s = 4, γ = 0.0021, β = 10, λ = 2, α =

0.6, µ = 0.85, a0 = −1.5

Due to the complexity of the set of equations (3.27), it has not been possible to

find analytical expressions as in the case of the Van der Pol oscillators. We thus rely

on numerical simulations. In Figure 3.24, we plot for different values of the coupling

coefficient α , the voltage amplitudes of the signals across the HR oscillator and across

the RLC circuit. It is found that the voltage amplitudes across the HR oscillators and

across the RLC circuit decrease with the increase of the number of HR oscillators. This

is contrary to what was obtained in the case of an array of VdP oscillators. With the

increase of the coupling coefficient α , one notes that these amplitudes decrease across

the RLC circuit, but increase across the HR oscillator. We also remark that, depending of

the coupling parameter α , there is a critical value of the number of HR oscillators under

which there is no signal in the oscillator and no transmission of signal to the RLC circuit.
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Figure 3.24: Voltage amplitudes response as a function of N (number of Hindmarsh-

Rose oscillators): (a) Hindmarsh-Rose oscillator; (b) RLC oscillator, for the following

parameters: a1 = 3, d = 5, I = 1.5, s = 4, γ = 0.0021, β = 10, λ = 2, µ = 0.85, a0 = −1.5

3.4.2 Effect of the variation of the coupling coefficient

Plotting the variation of the amplitudes versus the coupling coefficient α , one finds that

the system generates different types of dynamical behaviors as it appears in the bifurcation

diagrams of Figure 3.26 with the variation of the Lyapunov exponent. With the increase

of the coupling α , there is an increase of the amplitude across the HR oscillator and a

decrease of the voltage amplitude across the RLC load (Figure 3.25). But, this decrease

is irregular (non-monotonic) when the value of the coupling is in the range [40-120] (see

Figure 3.25). Indeed, when the coupling coefficient α increases from 40 to 100, there is an

alternating appearance of two dynamics in the load, namely chaotic (can be manifested

by the appearance of spikes and bursting in an aperiodic way with also a sensitivity to the

initial conditions) and quasi-periodic (is the signature of the combination of two signals of

incommensurable frequencies (ratio different from an integer or the inverse of an integer.))
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(Figure 3.26).

Figure 3.25: Voltage amplitudes responses versus the coupling coefficient α : (a) across

the Hindmarsh-Rose oscillator; (b) across the RLC load for the following parameters:

a1 = 3, d = 5, I = 1.5, s = 4, γ = 0.0021, β = 10, λ = 2, µ = 0.85, a0 = −1.5, N = 20
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Figure 3.26: (a) Bifurcation diagram and (b) Lyapunov exponent (Lyamax) versus the

coupling coefficient in RLC oscillator for these parameters a1 = 3, d = 5, I = 1.5, s =

4, γ = 0.0021, β = 10, λ = 2, µ = 0.85, a0 = −1.5, N = 20

Simulation of Hindmarsh-Rose neuron showing typical neuronal bursting with this

parameters.

3.5 Oscillations of the concentrations of chemical species

in cyanobacteria

3.5.1 Case of the monomer

a) In vitro model

As presented in chapter 2 (section 2.3), the kinetics of the concentration of the different

forms of the KaiC protein in the monomer structure obeys the following set of differential

equations
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

dT
dt

= kUT (S) ∗ U + kDT (S) ∗D − kTU (S) ∗ T − kTD (S) ∗ T
dD
dt

= kTD (S) ∗ T + kSD (S) ∗ S − kDT (S) ∗D − kDS (S) ∗D
dS
dt

= kUS (S) ∗ U + kDS (S) ∗D − kSU (S) ∗ S − kSD (S) ∗ S

kXY (S) = k0
XY +

kAXY ∗A(S)

k 1
2

+A(S)

A (S) = max {0, [KaiA]− 2 ∗ S}

(3.28)

The numerically simulation of equations (3.28) led to figure 3.27 with the parameters

taken from the litterature given in Table 3.2.

Table 3.2: The values of the parameter K0
XY , KA

XY with X,Y = U,T,D, S

K1/2 = 43/100 µM K0
UT = 0 h−1 K0

TD = 0 h−1 K0
US = 0 h−1

K0
SD = 0 h−1 K0

DS = 0.31 h−1 K0
DT = 0 h−1 K0

TU = 0.21 h−1

K0
SU = 0.11 h−1 KA

SD = 0.4791 h−1 KA
TD = 0.2129 h−1 KA

US = 0.0532 h−1

KA
SD = 0.5 h−1 KA

DS = −0.3194 h−1 KA
DT = 0.173 h−1 KA

TU = 0.0798 h−1

KA
SU = −0.1331 h−1

Figure 3.27: Percentages of the different forms of the phosphorylated KaiC protein as a

function of time (hours) with the parameters cited in Table 3.2.

We realize that all the protein form oscillate, so phosphorylation of KaiC take place.

In this figure, the curve in black, the green and the curve in blue are materialized by a

double alternation behavior. Approximately, the oscillations period is 20h.
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b) In vivo model

As presented in chapter 2 (section 2.3), the kinetics of the concentration of the different

forms of the KaiC protein in the monomer form in the in vivo state obeys the following

set of differential equations:



dU
dt

= kTU ∗ T + kSU ∗ S − kUT ∗ U − kUS ∗ U − V ∗ U
K+U

− Vd ∗ U +Ks ∗M
dT
dt

= kUT (S) ∗ U + kDT (S) ∗D − kTU (S) ∗ T − kTD (S) ∗ T − V ∗ T
K+T

− Vd ∗ T
dD
dt

= kTD (S) ∗ T + kSD (S) ∗ S − kDT (S) ∗D − kDS (S) ∗D − V ∗ D
K+D

− Vd ∗D
dS
dt

= kUS (S) ∗ U + kDS (S) ∗D − kSU (S) ∗ S − kSD (S) ∗ S − V ∗ S
K+S
− Vd ∗ S

dM
dt

= Vs ∗ Kn
i

Kn
i +Cn

r
− Vm ∗ M

Km+M

(3.29)

Where Cr = CU ∗ U + CT ∗ T + CS ∗ S + CD ∗D

The numerically simulation of equations (3.29) led to figure 3.28 with the parameters

taken from the literature are given in Table 3.2 above and Table 3.3.

Table 3.3: The values of the parameters of the system.

V = 0.0078 µM.h−1 K = 0.1 µM
Ki = 1µM

n = 4
VS = 2 µM.h−1

KS = 2.7 h−1 Vd = 0.02 h−1 CU = 0.9 CT = 0.5

CD = 0.3 CS = 1 Vm = 0.2 µM.h−1 Km = 0.2 µM

These results indicate also oscillations meaning the circadian clock. The U concen-

tration, which is new curve, oscillates and approaches the value of 80; the T and D

concentration curves have the same behavior as before. The concentration curve of S is

periodic with a period of 20h. It admits a half-wave behavior because it oscillates in only

one direction.
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Figure 3.28: Percentage of the different form of the phosphorylated KaiC protein function

of time (h) in vivo with the parameters of Tables 3.2 and 3.3

c) Stability of the oscillations

In this part, the question that interests us is to see if the oscillations present in the

system appear in a wide range of the system parameter values. This corresponds to check

the stability of the phosphorylation necessary for the circadian clock. This was done

for all parameters and the parameter KA
TU caught our attention. Thus, we opt to plot

the bifurcation diagram as KA
TU varies (because this is the parameter that had the widest

range of values where we can see the oscillations arise). Figure 3.29 and figure 3.30 presents

respectively the bifurcation diagram of the in-vitro model and the bifurcation diagram of

the in vivo model. One observes of its two figures that oscillations are presents in wide

range of KA
TU . An interesting fact is that the oscillations amplitude in the in vivo form is

very small in comparison to the amplitude obtained in the in-vitro form. Moreover, one

finds that the range of stability is smaller in the in vivo form. But as indicated above,

there is a large range of KA
TU in which the circadian clock manifests itself.
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Figure 3.29: Bifurcation diagram of the in vitro model of the amplitude of the oscillations

as a function of the parameter KA
TU (the maximal influence of KaiA on that rate constant

for the transition from state T to state U) with the parameter cited in Tables 3.2

3.5.2 Oscillations in the hexamer structure

a) Oscillations in the vitro model

As presented in chapter 2, in the hexamer structure, the concentration of the KaiCi,j,k

and KaiB ∗KaiCi,j,k are described by the set of differential equations in (2.8).

The initial conditions used for the numerical simulations are:

KaiC000 = 3.6 ∗ 0.552/2;KaiC100 = 3.6 ∗ 0.186/2;

KaiC010 = 3.6 ∗ 0.085/2;KaiC001 = 3.6 ∗ 0.177/2

KaiC600 = 3.6 ∗ 0.186/2;

KaiC060 = 3.6 ∗ 0.085/2;KaiC006 = 3.6 ∗ 0.177/2

(3.30)

For the equations at the boundaries of i,j and k (( i = 0 oui = 6 ); (j = 0 ou j = 6) ;

(k = 0 ou k = 6)) the following scheme has been used:

KaiC0,i,j = 0;KaiC6,i,j = 0;KaiCi,0,k = 0;KaiCi,6,k = 0;

KaiCi,j,0 = 0;KaiCi,j,6 = 0;KaiB ∗KaiC0,i,j, = 0;

KaiB ∗KaiC6,i,j = 0;KaiB ∗KaiCi,0,k = 0;

KaiB ∗KaiCi,6,k = 0;KaiB ∗KaiCi,j,0 = 0;KaiB ∗KaiCi,j,6 = 0

(3.31)

The values of some parameters used for the simulations taken from the literature are

given in table 3.4.
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Figure 3.30: Bifurcation diagram of the in vivo model of the amplitude of the oscillations

as a function of the parameter KA
TU (the maximal influence of KaiA on that rate constant

for the transition from state T to state U) with the parameter cited in Tables 3.2 and

Tables 3.3

Table 3.4: The values of the parameter K0
XY ,KAct

XY , with X,Y = U,T,D, S .

KAct
SU = 0 h−1 K0

UT = 0 h−1 K0
TD = 0 h−1 K0

US = 0 h−1

K0
TU = 0 h−1 K0

SU = 0.11 h−1 KAct
UT = 0.4791 h−1 KAct

TD = 0.2129 h−1

KAct
US = 0.0532 h−1 KAct

SD = 0.5 h−1 KAct
DS = 0 h−1 KAct

DT = 0.173 h−1

KAct
TU = 0.29 h−1 K0

DT = 0 h−1 K0
SD = 0 h−1 K0

DS = 0.31 h−1

Kon,B = 0.15 h−1 Koff,B = 0.33 h−1 Vspr = 2.7 µM.h−1

With the above, we have succeeded in getting oscillations as it appears in figure

3.31 for mean value of KaiCi,j,k. These oscillations indicate that the hexamer structure

also lead to phosphorylation and thus entertains the circadian clock. The above figure

illustrates the periodic behavior of 40h periods of KaiCs and the oscillations amplitude

is about 0.49. Each period is materialized by two behaviors: one part is characterized by

the sudden variation (increase) in KaiC and the other by an exponential decrease.
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Figure 3.31: Percentage of phosphorylated KaiC as a function of time (hours) in vitro

with parameter of Table 3.4.

b) Oscillations in the vivo model

As in the case of monomer, an extension has also been conducted in the vivo state in

which the hexamer configuration is described by the following set of equations (equation

3.32).
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

d[KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + kon,B ∗ F i,j,k
B

 ∗ [KaiCi,j,k]

+koff,B ∗ [KaiB ∗KaiCi,j,k] − V×KaiCi,j,k

K+KaiCi,j,k
− Vd ×KaiCi,j,k

d[KaiB∗KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiB ∗KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiB ∗KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiB ∗KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiB ∗KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiB ∗KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiB ∗KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiB ∗KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiB ∗KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD +

i ∗ ki−1,j,k
TU + k ∗ ki+1,j,k−1

DT + k ∗ ki,j+1,k−1
DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + koff,B ∗ F i,j,k
B

 ∗
[KaiB ∗KaiCi,j,k]

+kon,B ∗ [KaiCi,j,k] − V×KaiB∗KaiCi,j,k

K+KaiB∗KaiCi,j,k
− Vd ×KaiB ∗KaiCi,j,k

dM
dt

= V s
K4

i

K4
i +(

∑
j 6=0KaiB∗KaiCi,j,k)

− Vm×M
Km+M

d[KaiC0,0,0]

dt
= d[KaiC0,0,0]

dt
+Ks ×M− V×KaiC0,0,0

K+KaiC0,0,0
− Vd ×KaiC0,0,0

(3.32)

With 0 ≤ i, j, k ≤ 6

The numerical simulation has also shown the oscillatory behavior of KaiCi,j,k fraction in

phosphorylated form as it is presented in Figure 3.32. The oscillations period is about

22h. The shape of the oscillations is similar to the one observed in the in vitro model.

However, the oscillations amplitude equal to 0.435 is very small compare to the in vitro

form due to the presence of dilution, degradation and production parameters.
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Each period is materialized by two behaviors: one part is characterized by the sudden

variation (increase) in KaiC and the other by exponential decrease. Therefore, one can

conclude that even the hexamer model in the in vivo state also generates oscillations and

thus maintains the circadian clock.

Figure 3.32: Percentage of phosphorylated KaiC as a function of time (hours) in vivo

with the parameters cited in Tables 3.3 and 3.4

As in [73], we consider on top of the wild type (WT ) cyanobacterial circadian clock

described above, the case of a mutant cyanobacteria lacking the transcriptional feedback.

This is simply done by replacing the production term of mRNA by a constant produc-

tion rate Vsptr. This mutant is referred to as post-transcriptional (PTR) mutant while

the WTR clock has a transcriptional translational regulation (TTR). We analyzed the

sensitivity to parameter changes of the PTR mutant and showed that model does not

requires fine tuning to generated oscillations, see figure 3.33. We observe that the main

change between the WTR cyanobacteria and the mutants lacking the TTR circuit is that

the WTR bacteria are more robust to changes in the translation rate. However, the TTR

circuit is not crucial for the clock to be robust against changes in the dilution rate.
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Figure 3.33: Robustness analysis of the wild type model (panel A) and the model for

the mutant lacking the transcriptional regulation (panel B) over parameter changes. We

varied both the translation rate KS and the dilution rate Vd over 4 orders of magnitudes.

3.6 Conclusion

In this chapter, we have presented and discussed the results obtained.

In section 2, we have presented the system of the array of Van der Pol oscillator coupled

to the load in which the powering an electrical load by an array of Van der Pol oscillators

and the voltages variation across the load and oscillator are analyzed. It appeared from our

analysis that the power increases versus the number of oscillators and when the number

of oscillator is less than a critical value, there is no generation of voltages in the system.

We showed that the high order nonlinearity affects the voltages by increasing their values.

In section 3, an equivalent electric circuit model of the Grudzinski and Zebrowski

oscillator was proposed and subsequently a set of this oscillator coupled with the load was

presented. The voltages variation across the load and the oscillator and the power in an

electrical load were analyzed. We showed that the power increases versus the resistance

and with the number of oscillators.The study of the synchronization of the Grudzinski

and Zebrowski oscillators coupled to a load led to a map on a plane where we can have

the range of values where there is synchronization and the range of values where there is

no synchronization. The power in case of synchronization was analyzed.
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In section 4, the response of coupled Hindmarsh-Rose oscillator is considered where

the effect of the variation of the coupling coefficient is analyzed and we showed that when

the coupling coefficient increases, there is an alternating appearance of two dynamics in

the load (chaotic and quasi- periodic dynamics).

In section 5, the oscillations of the concentrations of chemical species in cyanobacteria

have been considered where we showed in the case of monomer the range of the value

of the parameter KA
TU where the oscillation was presented and we propose a revisited

version of the in vivo model of the cyanobacterial circadian clock, our model is able to

reproduce oscillatory behavior for the mutant, as observed experimentally, without finely

tuned parameters.
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In this thesis, we were concerned by four problems.

The first problem was to analyze the response of several heart cells modeled by the

Van der Pol oscillator when they are coupled to a biological organ (load) and the influence

of the high order of the nonlinearity of the Van der Pol oscillator on the variation of the

electric power in the load. Our analysis has shown that the power in the load is equal

to zero when the number of the oscillators is below a critical value. Above this critical

value, the power increases with the number of the oscillators. A resonance phenomenon is

observed in the variation of the power in the load versus the resistance with the number

of Van der Pol oscillators fixed. Moreover, the higher order of nonlinearity in the damping

of the Van der Pol oscillator increases the voltage amplitude response and thereby the

output power in the load.

The second problem was to do a similar study as that done on the Van der Pol oscillator

but instead using the Grudzinsky-Zebrowski oscillator and to propose an electrical circuit

whose equation is similar to the self-sustained oscillator model presented by Grudzinski-

Zebrowski. Our analysis has shown that the RL load consumes more power than RLC load

while the pure resistive load consumes the highest power whereas the power consumed

by the RC load is at the intermediate level. Considering a direct coupling of all the

oscillators, the synchronization domains were delimited as a function of the number of

oscillators and the coupling coefficient. The variation of the coupling parameter and the

dissipation coefficient shows that only a periodic dynamic appears. We found that, when

the synchronization is reached for a fixed number of Grudzinski-Zebrowski oscillators in

the system (direct coupling of the N oscillator coupled to the load), the power delivered

to the load decreases and reaches a value,then begins to increases and reaches a value, and

finally decreases. It decreases again according to the increase of the coefficient of mutual.

It is observed that, when the mutual coupling coefficient increases, the power decreases

when the number of oscillators increases. The shape of the power curve is a succession of

decay and growth as the number of Grudzinski-Zebrowski oscillator’s increases.

The third problem was to replace the Van der Pol oscillator with the Hindmarsh-Rose

oscillator and redo the same study as done previously on the Van der Pol oscillator. Our

analysis has shown that the increase of the number of the HR oscillators and the coupling

coefficient α results in an increase of voltage amplitudes across the HR oscillators and
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a decrease of the voltage amplitude across the RLC load. Moreover, it has been found

that varying the coupling coefficient leads to the appearance of quasi-periodic and chaotic

dynamics in the system.

The fourth problem was to investigate the existence of the circadian clock in cyanobac-

teria and to study the stability of this clock in the case of cyanobacteria taken as a

monomer and to extend in the vivo state of the cyanobacteria taken as a hexamer. Our

analysis has shown that in the case of monomer the parameter KA
TU had a wide range of

values for which there was oscillation and therefore phosphorylation of KaiC which im-

plied a good functioning of its circadian clocks. In case of hexamer, we propose a revisited

version of the in vivo cyanobacterial clock which is in agreement with current experiments.

We expect that the synchronization properties of the clock will also be enhanced by TTR

regulation.

Following this thesis,

• We intend to carry out a synchronization study of a set of Van der Pol oscillators

coupled to the load RC.

• An experimental study based on the generation of pulsatile and chaotic behaviors

from the electrical equivalent of the Grudzinski and Zebrowki oscillator is awaited.

• For the cyanobacterial circadian clock, our work showed that the role of the tran-

scriptional regulation is not key for robustness as suggested before. In the future,

we should develop a stochastic model to study the desynchronization of the clocks

in a population of cyanobacteria (Gillespie algorithm).
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Appendix 1

The first law which states that the sum of the incoming currents is equal to the sum of

the outgoing currents at J − th oscillator.

ivj + iLvj
+ iCvj

+ ij = 0 (3.33)

With ivj = −a
(
vj
V0

)
+ b
(
vj
V0

)3

; iLvj
= 1

Lv

∫
vjdt; iCvj

= Cv
dvj
dt

; ij = C0
duj
dt

⇒ −a
(
vj
V0

)
+ b

(
vj
V0

)3

+
1

Lv

∫
vjdt+ Cv

dvj
dt

+ C0
duj
dt

= 0 (3.34)

The second law which states that the algebraic sum of the voltages in a closed circuit

is zero. Therefore we have to consider the first oscillator and the j − j − th oscillator to

have a closed circuit. On a step:

u1 − v1 + vj − uj = 0 (3.35)

We can still find this relation by saying that in a parallel assembly the tension is the

same in all the branches. So we have this:

vj − uj = v1 − u1; 2 ≤ j ≤ N (3.36)

Thereafter, by considering the mesh which connects the load to the first oscillator and

applying in the same way the law of the meshs on this last circuit. We then have the

following relation:

u1 − v1 + uC + uL + uR = 0 (3.37)

⇒ u1 − v1 +
1

C

∫
idt+ L

di

dt
+Ri = 0 (3.38)

Now at node S, we have:

ij + iN + i1 = i (3.39)

By replacing each expression of (3.39) by its expression, we thus have the relation (3.40)

which will be replaced in (3.38), we will have thereafter the relation (3.41)

i = C0
duj
dt

+ C0
duN
dt

+ C0
du1

dt
= C0

N∑
k=1

duk
dt

(3.40)
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1

C

∫
C0

N∑
k=1

duk
dt

dt+ L
d

dt

(
C0

N∑
k=1

duk
dt

)
+RC0

N∑
k=1

duk
dt

= v1 − u1 (3.41)

By integrating the expression (3.41) with respect to time, we have:

N∑
k=1

[
1

C

∫
ukdt+ L

duk
dt

+Ruk

]
=

1

C0

∫
(v1 − u1)dt (3.42)

In order to be able to have another form of equations (3.34), (3.36), and (3.42) we will

derive these different equations. We successively obtain the equations (3.43), (3.44) and

(3.45) given by:

Cvv̈j −

[
−a− 3b

(
vj
V0

)2
]
v̇j
V0

+ C0üj +
1

Lv
vj = 0 (3.43)

v̇j − u̇j = v̇1 − u̇1 (3.44)

N∑
k=1

(
Lük +Ru̇k +

1

C
uk

)
=

1

C0

(v1 − u1) (3.45)

Subsequently to have the characteristic Van der Pol equation coupled to the load,

we will proceed by a change of variable, which induces a normalization of the voltage as

xj =
vj
V0

and yj =
uj
V0

with time which is also normalized in the form tref = 1
ω0

. Where

ω0 = 1√
LvCv

is the natural frequency of the electric oscillator.

By replacing each term by its normalized value in equations (3.43), (3.44) and (3.45)

we obtain the system of equations (3.46) describing the dynamics of the system


ẍj + αÿj − d

[
1− x2

j + bx4
j

]
ẋj + xj = 0; 1 ≤ j ≤ N

N∑
k=1

(ÿk+λẏk + µyk) = β (x1 − y1)
(3.46)

where λ= R
Lω0

, µ=LvCv

LC
,β = LvCv

LC0
,α = C0

Cv
,d = a

CvV0ω0
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Appendix 2

The hexameric form was used in order to want to generalize the KaiC protein which

has been studied previously in the simplest form (monomer). Knowing that each KaiC

hexamer has (n = 6) subunits (monomer) where n is the number of subunits, each of

them containing two sites. Each site can phosphorylate or dephosphorylate, therefore

each KaiC hexamer can progress to a total of 12 possible reactions which will increase or

decrease i, j, k by 1. So for each combinatorial composition of phosphorylated subunits in

a KaiC hexamer (where the order is assumed not to be important), we parameterize the

hexamer state as follows:

i= number of subunits pT (phosphorylated to T )

j= number of subunits pS (phosphorylated to S)

k= number of subunits pSpT (doubly phosphorylated to T and to S)

u= number of non-phosphorylated subunits= 6− (i+ j + k)

with 0 ≤ i, j, k ≤ 6

Therefore, consider the following kinetic reaction (3.47) describing the phosphorylation

of the hexamer KaiC and the binding of KaiB under the near-steady state approxima-

tions used.

KaiCB
i,j,k
→←KaiCA

i,j,k
→←KaiC∗i,j,k

↑ koff ↓ kon
KaiB ∗KaiCB

i,j,k
→←KaiB ∗KaiCA

i,j,k
→←KaiB ∗KaiC∗i,j,k

(3.47)

Where:

KaiCA
i,j,k is the protein that interacted with KaiCi,j,k;

KaiC∗ is the active protein;

KaiCB
i,j,k is the protein that interacted with KaiCi,j,k

The equations thus describing the dynamics of our system with KaiC as hexamer is

given by the equations below (3.48)
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d[KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiCi,j+1,k]−
(6− i− j − k) ∗ ki,j,kUT + (6− i− j − k) ∗ ki,j,kUS + i ∗ ki,j,kTD +

i ∗ ki,j,kTU + k ∗ ki,j,kDT + k ∗ ki,j,kDS

+j ∗ ki,j,kSD + j ∗ ki,j,kSU + kon,B ∗ F i,j,k
B

 ∗ [KaiCi,j,k]

+koff,B ∗ [KaiB ∗KaiCi,j,k]

(3.48)

By assuming KaiC in a complex KaiB ∗ KaiC, the latter can be activated by free

KaiA, therefore an equation similar to the equation (3.48) is given in (3.49).

d[KaiB∗KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiB ∗KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiB ∗KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiB ∗KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiB ∗KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiB ∗KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiB ∗KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiB ∗KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiB ∗KaiCi,j+1,k]−
(6− i− j − k) ∗ ki,j,kUT + (6− i− j − k) ∗ ki,j,kUS + i ∗ ki,j,kTD +

i ∗ ki,j,kTU + k ∗ ki,j,kDT + k ∗ ki,j,kDS

+j ∗ ki,j,kSD + j ∗ ki,j,kSU + koff,B

 ∗ [KaiB ∗KaiCi,j,k]

+kon,B ∗ F i,j,k
B [KaiCi,j,k]

(3.49)

For each KaiB molecule, we assume that one KaiA dimer can be sequestered (thus

m = 2 below), hence the amount of KaiA in a system dependent on [KaiB ∗KaiCi,j,k]

is given in the folowing path:

[KaiA] = max (0, [KaiA]0 −m ∗ 6 [KaiB ∗KaiCi,j,k]) ,m = 2 (3.50)

Where [KaiA]0 is the initial amount of KaiA in the system. This describes the limit

where the equilibrium of the constant association between KaiA and KaiB ∗ KaiC is
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asymptotically zero. The overall control of KaiA concentration by the titration molecule

mechanism allows for the synchronized negative feedback on KaiA activity which leads

to stable oscillations in this model.

The free energy contribution of each subunit is determined by its state of phosphoryla-

tion. There are four possible subunit states and each of them is assigned to one ∆G that

we treat as an unknown parameter during model optimization. So the difference in free

energy between the two allosteric states depends on the number of each form of monomer

in a given KaiC hexamer:

∆Ghexamere = ∆Gi,j,k = i∗∆GpT +j∗∆GpS+k∗∆GpSpT +(6− (i+ j + k))∗∆GU (3.51)

And at equilibrium, we have:

∆Gi,j,k = −KB ∗ T ln
(
Ki,j,k
A

)
(3.52)

Which implies:

Ki,j,k
A = e

−
∆Gi,j,k
KB∗T (3.53)

Where Ki,j,k
A =

KaiCB
i,j,k

KaiCA
i,j,k

is defined as.

The fraction of KaiC in the autokinase state of KaiA activated (knowing that only

KaiCA can be activated by KaiA) is given by (3.54):

FA =
[KaiC∗]

[KaiCB] + [KaiCA] + [KaiC∗]
=

[KaiA]

[KaiA] +Km ∗KA +Km

(3.54)

Knowing that
[
KaiCB

]
= KA ∗

[
KaiCA

]
and [KaiC∗] =

[KaiCA][KaiA]

Km
with Keff

m =

Km ∗ (1 +KA)

The kinetic rates for phosphorite transitions (X → Y ), where X is the subunit of the

phosphorylation state reagent and Y is the subunit of the phosphorylation state product

are a set as described below:

Ki,j,k
xy = F i,j,k

A ∗ kactxy +
[
1− F i,j,k

A

]
∗ k0

xy (3.55)

Where F i,j,k
A depends on the composition of the hexamer subunit (i, j, k) which determines

Ki,j,k
A .

Finally, in the absence of KaiA, the fraction of KaiC a specific configuration of the

phosphate (i, j, k) in the competent state of the binding KaiB is given above:

FB =
KaiCB

i,j,k

KaiCi,j,k
=

KaiCB
i,j,k

KaiCB
i,j,k +KaiCA

i,j,k

=
1

1+ 1
KA

+ [KaiA]

Km∗Ki,j,k
A

(3.56)
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The concentrations of the KaiCi,j,k ( KaiC hexamer ) and KaiB ∗ KaiCi,j,k ( the

complex of KaiC hexamer with KaiB) are described by the following set of differential

equations (3.57)



d[KaiCi,j,k]
dt

= ki,j,kUT (7− (i+ j + k)) [KaiCi−1,j,k] + ki,j,kUS (7− (i+ j + k)) [KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiCi+1,j,k] + ki,j,kDT (k + 1) [KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiCi,j+1,k−1] + ki,j,kSU (j + 1) [KaiCi,j+1,k]−
(6− i− j − k) ∗ ki+1,j,k

UT + (6− i− j − k) ∗ ki,j+1,k
US + i ∗ ki−1,j,k+1

TD + i ∗ ki−1,j,k
TU +

k ∗ ki+1,j,k−1
DT + k ∗ ki,j+1,k−1

DS

+j ∗ ki,j−1,k+1
SD + j ∗ ki,j−1,k

SU + kon,B ∗ F i,j,k
B

 ∗ [KaiCi,j,k]

+koff,B ∗ [KaiB ∗KaiCi,j,k]
d[KaiB∗KaiCi,j,k]

dt
= ki,j,kUT (7− (i+ j + k)) [KaiB ∗KaiCi−1,j,k] +

ki,j,kUS (7− (i+ j + k)) [KaiB ∗KaiCi,j−1,k] +

ki,j,kTD (i+ 1) [KaiB ∗KaiCi+1,j,k−1] + ki,j,kTU (i+ 1) [KaiB ∗KaiCi+1,j,k] +

ki,j,kDT (k + 1) [KaiB ∗KaiCi−1,j,k+1] +

ki,j,kDS (k + 1) [KaiB ∗KaiCi,j−1,k+1] + ki,j,kSD (j + 1) [KaiB ∗KaiCi,j+1,k−1] +

ki,j,kSU (j + 1) [KaiB ∗KaiCi,j+1,k]−
(6− i− j − k) ∗ ki,j,kUT + (6− i− j − k) ∗ ki,j,kUS + i ∗ ki,j,kTD + i ∗ ki,j,kTU +

k ∗ ki,j,kDT + k ∗ ki,j,kDS

+j ∗ ki,j,kSD + j ∗ ki,j,kSU + koff,B

 ∗ [KaiB ∗KaiCi,j,k]

+kon,B ∗ F i,j,k
B [KaiCi,j,k]

(3.57)

with 0 ≤ i, j, k ≤ 6
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a b s t r a c t 

This work deals with the analysis of the voltage amplitude generated in a linear load by an array of Van 

der Pol (VDP) and Hindmarsh–Rose (HR) oscillators. For the array of Van der Pol oscillators, it is found 

that after a threshold number of oscillators under which the power is equal to zero, the power increases 

with the size of the array. A high order nonlinearity in the damping of the Van der Pol oscillator increases 

the power. In the case of the array of HR oscillators, it is shown that varying the coupling coefficient 

leads to the appearance of chaotic dynamics in the system. Contrary to the case of the VDP oscillators, it 

is found that the voltage amplitudes decrease when the size of the array of the HR oscillators increases. 

These results can be linked to the mechanism of biological oscillators powering biological organs. 
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1. Introduction 

The study of the dynamical behavior of single or coupled me-

chanical and electrical systems powered by self-sustained and bio-

inspired oscillators is a subject that has attracted the attention of

various scientists [1–5] . Coupled oscillators are of interest both for

physical and biological systems as they describe interactions be-

tween different nodes and lead to special dynamics including full

synchronization, partial synchronization, spatial chaos and spatio-

temporal chaos [6] . Van der Pol oscillators [7] , Rayleigh oscillators

[8] and Hindmarsh–Rose oscillators, which are representative mod-

els of biological oscillators [9] , are some of the most studied self-

sustained oscillators. Coupling such oscillators of the electrical na-

ture to a load (such as RLC load) can be interesting as this can be

used as a representative model to analyze the effects of biological

signals on biological organs, e.g., an ensemble of cells constitut-

ing the pacemaker acting on the heart or the image of an ensem-

ble of neurons acting on a muscle. Moreover, this can represent

the powering of some man made devices, the RLC load represent-

ing the electric image of the rest of the device. Furthermore, for

biomimetic purpose, research is currently under way in view of

constructing artificial oscillators behaving as the natural biological

oscillators [10–12] . We would like to mention that there is no di-

rect link between Van der Pol oscillator and the Hindmarsh–Rose
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scillator apart the fact they are models describing (different) bio-

ogical cells activities. Each one has its own dynamics. 

But, one of the major problems met in those systems is the low

agnitude of the output voltage amplitude and output power in

he load and the determination of the number of oscillators ca-

able of generating electrical signal in the load. This problem was

onsidered in Ref. [13] with an array of classical Van der Pol os-

illators coupled to a RLC load. And it was shown that there is a

ritical value of the number of oscillators under which no power

s generated. Above this critical value, the output voltage and out-

ut power increase with the number of Van der oscillators. Kaiser

howed in Ref. [14] that the modified Van Der Pol oscillator equa-

ion seems to be more appropriate to describe some biological pro-

esses better than the classical Van Der Pol oscillator. Moreover,

he modified Van der Pol oscillator has proved to be more flexible

s in some cases it leads to bistability which can have some bio-

ogical implications [see Ref. 1 ]. Thus the first goal of this work is

o complement the results reported in Ref [13] by analyzing the ef-

ects of higher order nonlinearity in the nonlinear damping of the

an der Pol oscillator. Secondly, we extend the analysis by consid-

ring the cases of RL, RC and R loads. The third goal is to extend

he analysis to another biologically inspired self-sustained oscilla-

or, namely the Hindmarsh–Rose oscillator which models neuronal

ctivities [15,16] . 

The structure of the work is as follows. The voltage ampli-

udes and power due to the array of VDP oscillators are analyzed

n Section 2 , considering RLC, RL, RC and R loads. In Section 3 ,

he Van der Pol oscillator is replaced by the Hindmarsh–Rose
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Fig. 1. An array of N Van der Pol oscillators coupled to a RLC oscillator. 
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scillator and the voltage amplitude response is also analyzed.

ection 4 summarizes the work. 

. Voltage amplitude and power generated by an array of Van 

er Pol oscillators in electrical loads 

.1. The system and equations 

The studied system is shown in Fig. 1 . This is a set of N Van

er Pol oscillators coupled to a resonant RLC oscillator (full case).

he coupling between the Van der Pol oscillators is indirect as it is

hrough the load and the strength of the coupling depends on the

alues of the capacitance C 0 . Each Van der Pol oscillator is consti-

uted of an inductor of inductance L v , a capacitor of capacitance C v 
nd a nonlinear resistance (NLR), all in parallel. Van der pol and

an der mark suggested that VDP oscillator can be used to model
    

 

a 

ig. 2. Effect of the parameter b on the voltage amplitudes -response curves: (a) Van de

nd μ = 0 . 85 . 
he beating of human heart and since then it has been a favorite

hoice in modeling biological phenomena [17] . The current–voltage

haracteristic of the nonlinear resistance is defined as follows: 

 v j = −a 

( v j 
V 0 

)
+ a 1 

( v j 
V 0 

)3 

− a 2 

( v j 
V 0 

)5 

(1) 

here a, a 1 , a 2 and V 0 are positive parameters. 

Using Kirchhoff’s laws and appropriate dimensionless variables,

ne obtains the following set of equations: 
 

 

 

ẍ j + αÿ j − d 
[
1 − x 2 

j 
+ bx 4 

j 

]
˙ x j + x j = 0 1 ≤ j ≤ N (2a) 

N ∑ 

k =1 

( ̈y k + λ ˙ y k + μy k ) = β( x 1 − y 1 ) (2b) 

here x j = 

v j 
V 0 

, y j = 

u j 
V 0 

, λ= 

R 
L ω 0 

, μ= 

L v C v 
LC , β = 

L v C v 
L C 0 

and α = 

C 0 
C v 

In the case of a RL load, the term μy k is removed from equa-

ion (2b) while in the case of a RC load, the term ÿ k is removed

rom equation (2b). But in this case, the coefficients λ, β and μ
re replaced respectively by 1, λ1 and λ2 defined as: 

= 1 ;λ1 = 

1 

CR ω 0 

and λ2 = 

1 

C 0 R ω 0 

. 

In this case of a simple R load, the terms ÿ k and μy k are re-

oved from equation (2b). But in this last case, the coefficient β
s replaced by β1 defined as β1 = 

1 
C 0 R ω 0 

. 

The power in the load is consumed in the resistor and is given

y the following expression 

 = R ≺ i �2 (3) 

here ≺i � is the effective current through the load. The current in

he load is given by: 

 = 

N ∑ 

k =1 

C 0 
d u k 

dt 
(4) 

Let us assume that all the Van der Pol oscillators are synchro-

ized. When the nonlinear coefficient d and the coupling coeffi-

ients α and β are small, the analytical solution of equations (2)

an be found using the harmonic balance method which considers

hat the solutions are in the form of (5) . 

x = A cos ( t + φ) 
y = B cos ( t + ϕ ) 

(5) 
   

 

b 

r Pol oscillator; (b) the coupling capacitance C 0 , for α = 0 . 6 , β = 10 , d = 0 . 1 , λ = 2 
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Fig. 3. Power in the RLC load versus d with b = 0.1 ( Fig. 6 a) and versus N for two different value of b with d = 0.1 ( Fig. 6 b) for α = 0.6, β = 10, λ= 2, μ= 0.85 and R = 156 �. 

Fig. 4. Power in the RL load versus the number of oscillators in the array for α = 

0 . 6 , β = 10 , b = 0 . 1 , λ = 2 , d = 0.1 and R = 156 �. 

Fig. 5. Power in the RC load versus the number of oscillators in the array for λ1 = 

0 . 44 , λ2 = 0 . 86 , d = 0 . 1 , b = 0 . 1 , α= 0 . 6 and R = 156 �. 

Fig. 6. Power in the R load versus the number of oscillators in the array for α = 0.6, 

β1 = 0.86, b = 0.1, d = 0.1 and R = 156 �. 
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here A and B are voltage amplitudes and, φ and ϕ are the phases

f the voltages across the Van der Pol oscillators and the coupling

apacitor respectively. Inserting these expressions in the equations,

ne obtains the voltage amplitudes A and B as 

 = 

√ √ √ √ √ 

1 
4 

−
√ 

1 
16 

− b 
2 

(
1 − βα

d 
√ 

( μN −N + β) 
2 + λ2 N 2 

)
b 
4 

(6)

nd 

 = 

βA √ 

( μN − N + β) 
2 + λ2 N 

2 
(7)

The voltage amplitude A exists under the following conditions

N ∈ ] N 1 , N 11 [ ∪ ] N 22 , N 2 [ if b > 1 / 8 

N ∈ ]0 , N 1 [ ∪ ] N 2 , + ∞ [ if 0 b < 1 / 8 

(8)

here N , N , N and N are given below: 
1 2 11 22 
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ba

Fig. 7. Voltage amplitudes response: (a) Hindmarsh–Rose oscillator; (b) RLC oscillator, as a function of N (number of Hindmarsh–Rose oscillators), for the following parame- 

ters: a 1 = 3 , d = 5 , I = 1 . 5 , s = 4 , γ = 0 . 0021 , β = 10 , λ = 2 , α = 0 . 6 , μ = 0 . 85 , a 0 = −1 . 5 . 
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N 1 = 

( −2 μβ + 2 β) −
√ 

Q 

2 

(
μ2 + 1 − 2 μ + λ2 

) , N 2 = 

( −2 μβ + 2 β) + 

√ 

Q 

2 

(
μ2 + 1 − 2 μ + λ2 

) , 

 11 = 

( −2 μβ + 2 β) −
√ 

S 

2 

(
μ2 + 1 − 2 μ + λ2 

) , and N 22 = 

( −2 μβ + 2 β) + 

√ 

S 

2 

(
μ2 + 1 − 2 μ + λ2 

) , 

ith 

S = 

4 β2 α2 

d 2 

(
μ2 + 1 − 2 μ + λ2 

)
− 4 λ2 β2 and 

 = 

4 β2 α2 

d 2 
(
1 − 1 

8 b 

)2 

[
μ2 + 1 − 2 μ + λ2 

]
− 4 λ2 β2 

The expression of the power in the resistor is thus: 

 = 

R N 

2 w 

2 
0 C 

2 
v V 

2 
0 α

2 β2 A 

2 

2 

(
λ2 N 

2 + (μN − N + β) 
2 
) (9) 

In what follows, the voltage amplitudes A and B and the power

 are plotted versus N, b and d . The curves obtained from the ana-

ytical calculations are compared to those obtained from the direct

umerical simulation of the set of differential equations (2). It has

een found that for small values of nonlinear coefficients, there

s a good agreement between the curves obtained from Eqs. (6) ,

7) and (9) and those obtained from the direct numerical simu-

ation. The numerical simulation is therefore used only to present

urves related to the case where the values of the nonlinear coeffi-

ients are not small enough to warrant the validity of the analytical

esults. 

Fig. 2 presents the variations of A and B versus the number

f the oscillators. When the number of oscillators is less than 29,

here is no generation of voltage in the system. The Van der Pol os-

illators are death because of the indirect coupling. After this crit-

cal value of N , the voltage in the Van der Pol oscillator increases

ith N and saturates at a value equal to 2 for large value of N . In

ts side, B increases with N and attains a maximal value (at N = 50)

fter which it decreases with N . This behavior of B versus N indi-

ates that there is an optimal value of the size of the array leading

o higher voltage in the load. 
As it also appears in Fig. 2 , the quartic nonlinear coefficient b

ffects the voltages by increasing their values. The analysis of the

oltage amplitudes versus the d, for fixed value of N , has presented

 voltage shape (for both the VDP oscillator and the RLC load) sim-

lar to what is observed in Fig. 2 a. As d increases, the voltage am-

litudes remain equal to zero until a threshold value of d after

hich they increase rapidly, then slowly with d and finally attain

 plateau. 

The fact that there are threshold values of the size of the ar-

ay and of the nonlinear coefficient d can be related to the de-

elopment of the heart pacemaker at its early stage. Indeed, it is

nown that, after its formation, the heart pacemaker remains silent

nd starts firing electrical signal after some days. A sort of quorum

ensing phenomenon where the system starts its activity after a

ertain size, depending on the environment, is attained [18] . 

Now considering the power delivered to the load by the array

f Van der Pol oscillators, Fig. 3 presents its variation versus the

ontrol parameters N, d and b . It is seen that the power increases

ith N after the critical value of N below which the power in the

oad is equal to zero (see Fig. 3 b). The power begins to exist from

 = 30 and increases until the value of P = 16.53 for N = 200 for

 = 0. As for the voltage amplitudes, the power increases with d

 Fig. 3 a) and with b ( Fig. 3 b). 

.2. Power in the RL, RC and R loads 

In the case of RL load, the critical value of N below which there

s no power in the load is 29 and that power increases until the

alue of P = 13.84 for N = 200 ( Fig. 4 ) while in the case of the RC

oad, that critical value of N is 3 and the power increases until the

alue of P = 0.503 for N = 200 ( Fig. 5 ). In the case of the R load,

hat critical value of N is 6 and the power increases until the value

f P = 0.5983 for N = 200 ( Fig. 6 ). According to Fig. 5 , a good agree-

ent is found between the analytical and the numerical results.

his has been also the case for other figures. 

Comparing Figs. 3 to 6 , one can note that for load with in-

uctance, the number of oscillators necessary to activate the load

s higher than in the case of loads without inductance. Moreover,
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(a)

(b)

Fig. 8. (a) Bifurcation diagram and (b) Lyapunov exponent Lyamax versus the cou- 

pling coefficient α for these parameters: a 1 = 3 , d = 5 , I = 1 . 5 , s = 4 , γ = 0 . 0021 , β = 

10 ,λ = 2 , μ = 0 . 85 , a 0 = −1 . 5 , N = 20 . 
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Fig. 9. Voltage amplitudes responses: (a) across the Hindmarsh–Rose oscillator; (b) acr

a 1 = 3 , d = 5 , I = 1 . 5 , s = 4 , γ = 0 . 0021 , β = 10 , λ = 2 ,μ = 0 . 85 , a 0 = −1 . 5 , N = 20 . 
he power increase in load the load is also high when the induc-

ance is taken into account (note that the values of the power at

 = 200 are 16.53 and 13.84 for RLC and RL loads respectively. The

ase of the RC load appears as the one consuming less power and

hus more favorable in terms of metabolic requirements. This could

ave more biological implications as the RC loads are representa-

ive of most biological systems. 

. Voltage amplitudes in the case of array of Hindmarsh–Rose 

scillators 

In this section, the Van der Pol oscillator is replaced by the

indmarsh–Rose oscillator. The Hindmarsh–Rose oscillator is a

elf-sustaining biological oscillator whose dynamics is based on

he overall behavior of neurons [9,19] . The Hindmarsh–Rose model

resents good properties and is commonly used to study behavior

f interacting neurons [20] . It is described by the following three

oupled ordinary differential equations 
 

˙ x = −x 3 + w + a 1 x 
2 + I − z 

˙ w = 1 − dx 2 − w 

˙ z = γ ( s ( x − a 0 ) − z ) 

(10)

here the variable x is the membrane potential, the variables w

nd z model the transport rate of sodium, potassium ions and

ther ions across membrane through fast and slow ion channels

espectively. a 1 indicates the qualitative behavior of the oscillator.

 0 is the resting potential of the system. I is the external current

njected in the oscillator. d is a positive constant while s and γ are

onstants of small values. 

We model the dynamics of an array of N Hindmarsh–Rose os-

illators coupled to a RLC circuit by the set of Eq. (11) assuming

hat the x variable is coupled to the load. 
 

 

 

 

 

 

 

 

 

˙ x j = −x 3 
j 
+ w j + a 1 x 

2 
j 
− z j + I + αÿ j 

˙ w j = 1 − w j − dx 2 
j 

˙ z j = γ
[
s 
(
x j − a 0 

)
− z j 

]
N ∑ 

k =1 

( ̈y k + λ ˙ y k + μy k ) = β
(
x j − y j 

) (11)

Due to the complexity of the set of Eq. (11) , it has not been

ossible to find analytical expressions as in the case of the Van
oss the RLC load versus the coupling coefficient α, for the following parameters: 
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[  
er Pol oscillators. We thus rely on numerical simulations. In Fig. 7 ,

e plot for different values of the coupling coefficient α, the volt-

ge amplitudes of the signals across the HR oscillator and across

he RLC circuit. It is found that the voltage amplitudes across the

R oscillators and across the RLC circuit decrease with the in-

rease of the number of HR oscillators. This is contrary to what

as obtained in the case of an array of VDP oscillators. With the

ncrease of the coupling coefficient α, one notes that these volt-

ge amplitudes decrease across the RLC circuit, but increase across

he HR oscillator. We also remark that, depending of the coupling

arameter α, there is a critical value of the number of HR oscilla-

ors under which there is no signal in the oscillator and no trans-

ission of signal to the RLC circuit. 

Comparing Figs. 7 and 3 , it appears that the variation of power

n terms of the number of oscillators is not qualitatively identi-

al for both types of oscillators. But, a fair comparison cannot be

ade since the oscillators are different. The idea is just to see how

n ensemble of oscillators (representing cardiac pacemakers) acts

n a given load (which can be the rest of the heart) and how an-

ther ensemble (representing neurons) also act on another given

oad (which can be a muscle). 

Plotting the variation of the voltage amplitudes versus the cou-

ling coefficient α, one finds that the system generates different

ypes of dynamical behaviors as it appears in the bifurcation di-

grams of Fig. 8 with the variation of the Lyapunov exponent. A

lose analysis of this Figure at the places where chaos appears

n the system indicates a sudden transition to chaos. With the

ncrease of the coupling α, there is an increase of the voltage am-

litude across the HR oscillator and a decrease of the voltage am-

litude across the RLC load ( Fig. 9 ). But, this decrease is irregular

non-monotonic) when the value of the coupling is in the range

40–120] (see Fig. 9 ). Indeed, when the coupling coefficient α in-

reases from 40 to 100, there is an alternating appearance of two

ynamics in the load, namely chaotic and quasi-periodic dynamics

 Fig. 8 ). 

. Conclusion 

This work has considered the effects of the size of an array of

elf-sustained oscillators powering an electrical load. Two repre-

entatives of the biological oscillators have been considered: the
an der Pol oscillator known as a model for heart pacemaker and

he Hindmarsh–Rose oscillator which models the dynamical be-

avior of neurons. In the case of the Van der Pol oscillators, it

as been found that the power in the load is equal to zero when

he number of the oscillators is below a critical value. Above this

ritical value, the power increases with the number of the oscil-

ators. A resonance phenomenon is observed in the variation of

he voltage amplitude in the load as one varies the number of

he Van der Pol oscillators. Moreover, the higher order of non-

inearity in the damping of the Van der Pol oscillator increases

he voltage amplitude response and thereby the output power in

he load. In the case of the Hindmarsh–Rose oscillators, the in-

rease of the number of the HR oscillators and the coupling co-

fficient αresults in an increase of voltage amplitudes across the

R oscillators and a decrease of the voltage amplitude across the

LC load. Moreover, it has been found that varying the coupling

oefficient leads to the appearance of quasiperiodic and chaotic

ynamics in the system. 
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In this work, we consider a system consisting of an array of Grudzinski and Zebrowski oscillators coupled 

to an electrical load and analyze the variation of voltages amplitudes and power versus the number of 

oscillators, the coupling coefficient and the values of the loads. An equivalent electrical circuit of the 

Grudzinski and Zebrowski oscillator is first proposed. It is then demonstrated that the power in electrical 

loads (RLC, RL, RC and R) coupled to an array of such oscillator’s increases with the number of oscillators 

till a constant value depending on the types of loads and values of the load parameters. Considering both 

direct and indirect coupling of an array, synchronization is observed. The synchronization domain is seen 

to depend on the values of the direct coupling, the value of the indirect coupling and on the number of 

oscillators in the array. 
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. Introduction 

In recent years, thanks to the progress in nonlinear dynam- 

cs, the modeling followed by mathematical and numerical stud- 

es of the electrical conduction system models of the heart has at- 

racted the attention of several researchers [1–6] . Several models 

o mimic the rhythm of heartbeat were developed, moving from 

he Hodgkin-Huxley model [7] to the Van der Pol (VdP) model 

8] . The VdP model was the pioneer in providing relaxation oscil- 

ations. It was also used to qualitatively model heartbeat [9] , al- 

hough it was not very realistic. It is in the challenge of designing 

n oscillator whose dynamics is closed to the physiologically be- 

avior of the electric signal of heart that the Grudzinski and Ze- 

rowski oscillator was designed [2] . Derived from the classic Van 

er Pol oscillator, it suitably present signals having the shapes of 

hysiological signals such as the resting potential, refraction time 

nd diastolic period depending on its parameters. However, de- 

ending on its initial conditions and the values of its parameters 

nd certain values of external input [10,11] , Grudzinski and Ze- 

rowski oscillator (cardiac rhythms) may have periodic (normal) or 

haotic (pathological) behavior. The design of its equivalent elec- 
∗ Corresponding author. 

E-mail address: e.dognmo90@yahoo.fr (E.D. Dongmo). 
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960-0779/© 2021 Elsevier Ltd. All rights reserved. 
rical circuit is still unaddressed in the literature. The coupling of 

his oscillator to an electrical charge made up of one or more con- 

entional electrical components such as the resistance R , the in- 

uctance L and the capacitance C , could be interesting insofar as 

t would have a behavior closed to that of the pacemaker, feeding 

he rest of the heart or the rest of the body. 

As in an initial work carried out by Nana and Woafo [12] , 

oumbi et al. [13] considered an array of modified VdP oscilla- 

ors (with higher non linearity in the damping term) coupled to 

n RLC load and demonstrated that there is a value of the number 

f oscillators below which the amplitude of the signal is almost 

qual to zero, indicating that the system is unpowered. Behnia 

t al. [10] studied the Grudzinski-Zebrowski oscillator subjected to 

n external excitation and showed that the change of external fac- 

ors can alter the heartbeat dynamics. 

The dynamics of synchronized oscillators finds its interest in 

everal fields such as engineering, medicine, astronomy, etc. [14] . 

he phenomenon of synchronization is extremely wide spread in 

ature as well as in the realm of technology. In the study of several

onlinear dynamical systems, the study of synchronization was 

ade, scientists showed its important role to solve problems in 

arious fields such as in biology, in physics. The effects of syn- 

hronization in systems of coupled oscillators nowadays provide 

 unifying framework for different phenomena observed in na- 

ure [15,16] . Enjieu et al. [17] coupled a set of VdP oscillators and

https://doi.org/10.1016/j.chaos.2021.110848
http://www.ScienceDirect.com
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Fig. 1. Equivalent electrical circuit of the Grudzinski-Zebrowski oscillator. 
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emonstrated that full synchronization is observed after some crit- 

cal values of the coupling coefficient and the number of oscilla- 

ors is reached. Nana and Woafo [18] have investigated different 

tates of synchronization in a ring of four mutually coupled Van 

er Pol oscillators both in their regular and chaotic states. They 

ere able to obtain the boundaries of the synchronization process 

hen the external force is present and that the accuracy of syn- 

hronization becomes reliable for large coupling parameters. In the 

ase of Grudzinski-Zebrowski oscillators, a synchronization study 

onsidering both the direct coupling and the indirect coupling is 

f interest and will be considered in this work. 

The present study consists first to design an electrical circuit 

odel of the Grudzinski-Zebrowski oscillator. Then, a set of this 

quivalent model oscillator is coupled to an electrical load as in 

eferences [12] and [13] in order to find out how the power in the

oad evolves with the number of oscillators and with some param- 

ters of the system. In mind, the goal of this study is to under- 

tand in models how the natural pacemaker powers the electrical 

etwork of the heart. Indeed, the heart pacemaker is constituted 

f a set of self-sustained oscillators as the Grudzinski-Zebrowski 

scillators working together to sustain its electrical activity. Four 

ypes of electrical loads are considered: RLC, RL, RC and R. Finally 

he synchronization between the oscillators of Grudzinski and Ze- 

rowski is analyzed firstly when they are mutually coupled to each 

ther by a capacitor, and secondly when they are coupled through 

n indirect coupling by an RC load. The electric power in the load 

ill be evaluated when the total synchronization is reached. Al- 

hough, the main focus is to describe theoretically the dynamics 

f an assembly of pacemaker cells, one should have in mind that 

he system studied here can also have implications in fields of en- 

ineering. Indeed the models considered in the study could also 

e seen as a set of self-sustained electrical oscillators powering a 

evice which is seen electrically as a load (R, RC, RL, RLC). 

The structure of the work is as follows. The equivalent electrical 

odel of the Grudzinski-Zebrowski oscillator and its modeling is 

resented in Section 2 . Section 3 considers the dynamical behavior 

f a set of Grudzinski-Zebrowski oscillators coupled indirectly to 

n RLC load. The electrical signal amplitudes will be analyzed in 

erms of the number of oscillators and in terms of the values of 

he electrical load components. The variation of the power in the 

ifferent types of load will be presented and analyzed. The analysis 

f the directly coupled array of oscillators coupled to the electrical 

oad is conducted in Section 4 . In that section, we will highlight 

he ranges of values between the direct coupling coefficient and 

he number of oscillators for which there is full synchronization. 

he effect of the indirect coupling will be shown and the electric 

ower in load will be plotted when the total synchronization is 

eached. Finally, Section 5 deals with the conclusion. 

. The equivalent electrical circuit of the Grudzinski-Zebrowski 

scillator 

The mathematical equation of the Grudzinski-Zebrowski oscil- 

ator [2–4] is given as in Eq. (1) , where β is the damping constant.

¨
 + β

(
x 2 − ( θ1 + θ2 ) x + θ1 θ2 

)
˙ x + x + 

( γ + η) 

γ η
x 2 + 

x 3 

γ η
= 0 (1) 

According to the literature review, we found that, most of stud- 

es done on this Grudzinski-Zebrowski oscillator were essentially 

ased on the mathematical model using numerical simulation. To 

he best of our knowledge, there is no equivalent electrical cir- 

uit composed of discrete electronic components [12] (diodes, re- 

istance, transistors or analog components), as it is in the case of 

he Van der Pol oscillator. There is therefore, a need of an elec- 

rical model for the Grudzinski-Zebrowski oscillator since it will 
2 
ive way for more studies such as the one conducted in this work 

here loads are coupled to an equivalent electrical circuit of the 

rudzinski-Zebrowski oscillator. It is also expected that experimen- 

al study can be undertaken using an equivalent electrical which is 

rovided below. After a series of tries and fails, we come out with 

he electrical model presented in Fig. 1 . It consists of 4 branches. 

he first branch comprises an inductor L 1 and a resistance R 1 ; the 

econd contains a capacitor C 1 ; the third is a nonlinear resistance; 

nd the last one has a diode. 

As it is demonstrated in the Appendix A , the equations describ- 

ng the dynamics of the electrical circuit presented on Fig. 1 lead 

o the final Eq. (2) . 

d 2 x 

d t 2 
+ 

3 b 

V 0 ω 0 C 1 

(
x 2 + 

i 0 x 

3 b 
− a 

3 b 
+ 

i 0 
3 b V 0 

+ 

R 1 V 0 C 1 
3 b L 1 

)
dx 

dt 
+ x 

+ 

R 1 i 0 x 
2 

2 L 1 ω 

2 
0 
C 1 V 0 

+ 

R 1 b x 
3 

L 1 ω 

2 
0 
C 1 V 0 

= 0 (2) 

here x = 

V 
V 0 

represents the dimensionless quantity for the voltage 

 (see Fig. 1 ). 

In this study, we have fixed the following values for the elec- 

rical components: L 1 = 200 ×10 −6 H; R 1 = 260�; i 0 = 10 −4 A ; V 0 = 

6 × 10 −3 V ; C 1 = 1 . 41 × 10 −8 F ; a = 0 . 0 0 01 ; b = 0 . 237 

Eq. (2) can thus take the form of Eq. (1) with the following di- 

ensionless coefficients: 

= 3 ; θ1 + θ2 = 0 ; θ1 θ2 = 0 . 6889 ; 1 

γ η
= 0 . 05 ; ( γ + η) 

γ η
= 0 . 5 

(3) 

Fig. 2 presents the phase portrait and the time trace of the sig- 

al delivered by Eq. (1) with the above parameters and the follow- 

ng initial conditions: x (0) = −0 . 1 and 

dx 
dt 

(0) = 0 . 025 . 

In order to corroborate the numerical results that we obtained 

ith our electrical equivalent circuit of the Grudzinski-Zebrowski 

scillator, we introduced multisim emulator to see if the numerical 

esults, qualitatively mesh with the multisim results. Thus, Fig. 3 

resents the phase portrait and the temporal trace of the voltage 

f the circuit built with multisim. 

Comparing Fig. 3 and Fig. 2 , one notes that they are not coinci- 

ent. This can be explained by invoking the fact the in the multi- 

im simulation, diodes equivalent are used and the nonlinear term 

n the original Eq. (1) may differ from the nonlinear characteristics 

elivered by the diodes in multisim simulation. 

. Array of Grudzinski-Zebrowski oscillators indirectly coupled 

o electrical loads 

.1. The model and equations 

As one indicates above, the Grudzinski-Zebrowski oscillator is 

 representative of electrical models of heart pacemaker cells. The 
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Fig. 2. Signal delivered by Grudzinski-Zebrowski oscillator: a) phase space, b) time history. 

Fig. 3. Signal delivered by Grudzinski-Zebrowski oscillator using multisim: a) phase space, b) time history. 

c

s

t

c

l

p

t

l

a

p

c

F

c

C

t

t

a

i
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 B 3 (

A

T

3

ells can be coupled indirectly through the electrical load repre- 

enting the rest of the heart or the rest of the cardiovascular sys- 

em seen by the pacemaker or both directly and indirectly. In the 

ase of the indirect coupling, each cell is coupled to the external 

oad as in references [12,13] . When the direct and indirect cou- 

ling take place, each cell is coupled to the external load, but all 

he cells are coupled together in a diffusive manner with short or 

ong range coupling [18] . We will consider both cases in this work 

nd come out with the behavior of the oscillatory states and the 

ower received by the load. But this section is first devoted to the 

ase of indirect coupling. 

In the indirect coupling scheme, the structure is presented in 

ig. 4 , where we see a set of N Grudzinski-Zebrowski oscillators 

oupled to an RLC load. The coupling is through the capacitance 

 0 . 

{
ẍ j + μ

(
x 2 

j 
− 0 . 6889 

)
˙ x j + ∑ N 

k =1 ( ̈y k + B 1 ̇ y k + B 2 y k ) =
n

3 
Using Kirchhoff’s laws, appropriate dimensionless variables and 

he same normalization as above and also setting y j = 

u j 
V 0 

, one ob- 

ains the set of Eq. (4) which describes the variation of voltage x j 
cross each oscillator and the voltage y j across the coupling capac- 

tance. 

0 . 5 x 2 
j 
+ 0 . 05 x 3 

j 
+ A 1 ̈y j + A 2 ̇ y j = 0 2 ≤ j ≤ N (a) 

 

x 1 − y 1 ) (b) 
(4) 

 1 = 

C 0 
C 1 

, A 2 = 

R 1 C 0 
L 1 ω 0 C 1 

The dimensionless parameters B 1 , B 2 and B 3 are defined in 

able 1 for different types of used loads. 

.2. Voltage amplitude versus the number of oscillators 

We first analyze the variations of the voltage amplitude as the 

umber of oscillators varies. The initial conditions used for the 
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Fig. 4. Array of Grudzinski and Zebrowski oscillators loaded by an RLC circuit. 

Table 1 

Expressions of the coefficients B i for each type of electrical load. 

Load B 1 B 2 B 3 

RLC load R 
L ω 0 

1 
LCω 2 

0 

1 
Lω 2 

0 
C 0 

R load 1 0 1 
C 0 R ω 0 

RL load R 
L ω 0 

0 1 
Lω 2 

0 
C 0 

RC load 1 1 
R ω 0 C 

1 
R ω 0 C 0 

n  

a

R  

1  

y
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umerical simulation are x (0) = −0 . 1 , dx 
dt 

(0) = 0 . 025 , y i (0) = 0 . 025

nd 

dy 
dt i 

(0) = 0 . 025 . 

First considering the RLC load, we use the following values: 

 = 156�, R 1 = 260� L 1 = 200 ×10 −6 H , C = 36 . 3 ×10 −9 F and C 0 =
 . 89 ×10 −8 F . Fig. 5 presents the amplitude of the voltages x j and

 j versus the number N of the oscillators where x = 

V 
V 0 

and y = 

u 
V 0 

re the appropriate dimensionless variables. It is observed that the 

oltage amplitude increases in each Grudzinski-Zebrowski oscilla- 

or with the increase of N ( Fig. 5 ). One remarks that for lower val-

es of N , the voltage is almost equal to zero as for the case of ar-

ay of Van der Pol oscillator [13] . But at the same time, the voltage

mplitude across the capacitance C 0 decreases when N increases. 

Considering the other types of loads (RL, RC, and R), we found 

imilar variation as in the case of the RLC load. However quantita- 

ively, it has been observed that the amplitudes is lower in the RC 

oad compare to the other loads (see Fig. 6 ). 

Now, we analyze the influence of the coupling capacitance C 0 . 

n Fig. 7 , it is observed that the voltage amplitude across the 

rudzinski-Zebrowski oscillator increases while the voltage ampli- 

ude across C 0 decreases with the increase of C 0 . The effects of 

he nonlinear damping parameter μ has also been investigated. 

t is found that the voltage amplitude in each oscillator increases 
4 
ith μ up to the value μ = 8 . 5 . Then, a decrease takes place

ill μ = 84 . 8 , followed by a second smooth increase. For the volt-

ge across C 0 , its amplitude increases with the increase of μ (see 

ig. 8 ). 

.3. Power in the load: Case of indirect coupling 

The most interesting quantity in the load is the power deliv- 

red by the array of self-sustained oscillators. It is defined by the 

ollowing equation 

 = R × i 2 21 . (5) 

here R and i 21 are respectively the load resistance and the inten- 

ity. 

Since i 21 = 

∑ N 
k =1 C 0 

d u k 
dt 

, and knowing that u k = y k V 0 , one obtains 

 21 = N C 0 ̇ y k V 0 ω 0 . 

By taking into account the above literal expression of i 21 , one 

as the power P which is given by Eq. (6) . 

 = R ( N C 0 ̇ y k V 0 ω 0 ) 
2 

(6) 

This expression remains the same for the different types of 

oad, except that the value of the derivative of the component y 

ill be determined according to the load that will be taken into 

ccount during the numerical simulations. 

Fig. 9 presents the power variation versus N in the R, RL, RLC 

nd RC load. We notice that, the power increases with the increase 

f N for all types of loads. Quantitatively, one notes that the RL 

oad consumes more power than the RLC load while the pure re- 

istive load consumes the highest power. The power consumed by 

he RC load (which is more close to biological tissue) is at the in- 

ermediate level. 

We have also considered the resistance R as a control param- 

ter and plot the power versus R. It has been found that, for all 
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Fig. 5. Voltage amplitudes responses versus the number N of the oscillator: a) in the Grudzinski-Zebrowski oscillator; b) across the coupling capacitance C 0 , with the values 

of parameters listed above and with ω 0 = 594228 . 361 s −1 which will be used in the forthcoming figures. 

Fig. 6. Voltage amplitudes responses versus the number N of oscillators coupled to RLC, RL, RC and R loads across the Grudzinski-Zebrowski oscillator with the parameters 

of Fig. 5 . 
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cells. 
ypes of load, the power increases with R and attains a satura- 

ion level where it remains constant. Such a variation is presented 

n Fig. 10 for the RLC, RC, RL, and R loads. Let us mention that

he curve for the R load and that of the RLC load are almost the

ame. 

. Directly coupled array of oscillators coupled to the electrical 

oad 

.1. The system 

In this section, one considers the situation where all the 

rudzinski-Zebrowski oscillators are mutually coupled to each 
5 
ther by a capacitor and indirectly coupled to the RC load. In this 

ubsection, when we talk about mutual or direct coupling, it is 

bout the coupling made between oscillators one after the other 

y a capacitor while forming a ring (oscillator network). When this 

scillator network is coupled to a load by a capacitor, we are in the 

resence of an indirect coupling. Fig. 11 presents the system un- 

er consideration. Each oscillator is directly coupled to its nearest 

eighbors through a capacitor. At the same time, all the oscilla- 

ors are indirectly coupled to the RC load, generating therefore an 

ndirect coupling between the oscillators. We chose a ring for the 

imple reason that it is due to periodic boundary conditions since 

n reality the system is assumed to have more than thousands of 
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Fig. 7. Voltage amplitudes responses versus the coupling capacitance C 0 : a) across the Grudzinski and Zebrowski oscillator; b) across the coupling capacitance with N = 20 

and with the parameters of Fig. 5 . 

Fig. 8. voltage amplitudes responses versus the coupling coefficient μ: a) across the Grudzinski and Zebrowski oscillator; b) across the coupling capacitor C 0 with N = 20 

and with the parameters of Fig. 5 . 
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Using the electric laws, one finds that the voltages in Fig. 11 are 

escribed by the following set of differential equations: 

 

 

 

 

 

 

 

 

 

 

 

 

 

d 2 x k 
d t 2 

+ 

3 b 
V 0 ω 0 C 1 

(
x 2 

k 
+ 

i 0 x k 
3 b 

− a 
3 b 

+ 

i 0 
3 b V 0 

+ 

R 1 V 
3 

0 C 1 
3 b L 1 

)
d x k 
dt 

+ x k + 

R 1 i 0 x 
2 
k 

2 L 1 ω 2 0 
C 1 V 0 

+ 

R 1 bx 3 
k 

L 1 ω 2 0 
C 1 V 0 

+ K 2 ̈y k + 

R 1 K 2 
L 1 ω 0 

˙ y k = K 1 ( ̈x k −1 − 2 ̈x k + ẍ k +1 ) 

+ 

R 1 K 1 
L 1 ω 0 

( ̇ x k −1 − 2 ̇

 x k + 

˙ x k +1 ) ∑ N 
P=1 

(
˙ y P + 

1 
R ω 0 C 

y P 
)

= 

1 
R ω 0 C 0 

( x k − y k ) 

(7) 

here the dimensionless quantities are given below: 

 k = 

V k 

V 0 

; y k = 

u k 

V 0 

; K 2 = 

C 0 
C 1 

; K 1 = 

C 2 
C 1 

; t re f = 

1 

ω 0 

;

 0 = 

√ 

−a + 2 i 0 
L 1 i 0 C 1 

(8) 

The direct coupling coefficient is K 1 and the indirect coupling 

oefficient is K 2 . 

Three concerns arise from the model. The first one is to see 

ow the mutually coupled oscillators behave when they are not 
6 
oupled to the load. In other words, for which value of the mu- 

ual coupling coefficient a full synchronization can be achieved? 

he second one is to understand how the indirect coupling affects 

he synchronization limits. The third concern is to find out how 

he mutual coupling coefficient affects the power in the RC load. 

.2. Full synchronization with no load 

Referring to Enjieu et al . [17] , numerical simulations have been 

onducted in search of the coupling coefficient leading to full syn- 

hronization as a function of the number of Grudzinski and Ze- 

rowski oscillators. Considering the system of Fig. 11 without RC 

oad, Eq. (9) repeats the set of dimensionless equations under con- 

ideration here 

d 2 x k 
d t 2 

+ 

3 b 
V 0 ω 0 C 1 

(
x 2 

k 
+ 

i 0 x k 
3 b 

− a 
3 b 

+ 

i 0 
3 b V 0 

+ 

R 1 V 
3 

0 C 1 
3 b L 1 

)
d x k 
dt 

+ x k + 

R 1 i 0 x 
2 
k 

2 L 1 ω 2 0 
C 1 V 0 

+ 

R 1 bx 3 
k 

L 1 ω 2 0 
C 1 V 0 

= K 1 ( ̈x k −1 − 2 ̈x k + ẍ k +1 ) + 

R 1 K 1 
L 1 ω 0 

( ̇ x k −1 − 2 ̇

 x k + 

˙ x k +1 ) 

(9) 

When one considers two Grudzinski and Zebrowski oscillators 

escribed by the same equations and starting with different ini- 
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Fig. 9. Power delivered to R, RL, RLC and RC loads versus the number N of Grudzinski and Zebrowski oscillators, using parameters of Fig. 5 . 

Fig. 10. Power delivered in the load RLC, RL, RC, and R versus R with N = 20 and the parameters of Fig. 5 . 

t

b

t

p

l

c

c

m

w

a

t

ial conditions, one observes that they present the same behaviour 

ut with a phase difference. Finding the synchronization domain is 

o look for N and the coupling coefficient K 1 leading to the disap- 

earance of the phase difference so that the oscillators are phase 

ocked with phase difference equal to 0. Fig. 12 presents the syn- 

hronization domains in ( N, K 1 ) plane. It is seen that the full syn- 
7 
hronization domains (FS) are not linearly delineated from the do- 

ains where there is no synchronization (NS). 

In order to show the veracity of the synchronization diagram, 

e took a couple of values ( N, K 1 ) where there is synchronization 

nd where there is not according to Fig. 12 , and plotted there time 

races for these cases. From the temporal traces, it emerges that for 
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Fig. 11. Ring of N mutually coupled Grudzinski-Zebrowski oscillators coupled indirectly by RC load. 
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Fig. 12. The boundaries for full synchronization (FS) and no-synchronization (NS) in the parametric plan ( N, K 1 ) with parameters of Fig. 5 . 
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he parameters for which there is synchronization, the temporal 

races are in phase and in the contrary case they are out of phase

see Fig. 13 ) after the transient regime. 

.3. Power in the RC load versus the number of oscillator for different 

alues of the mutual coupling coefficient 

When the load is taken into account (see Fig. 11 ), the power 

elivered by the array of self-sustained oscillators is given as fol- 
8 
ows: 

 = R ( N C 0 ̇ y k V 0 ω 0 ) 
2 

here this power is rewritten according to the mutual coupling in 

q. (10) 

 = R 

(
N 

(
C 0 ∗ C 2 
K 1 ∗ C 1 

)
˙ y k V 0 ω 0 

)2 

(10) 

nowing that the direct coupling K 1 = 

C 2 
C 1 

, the power can be rewrit- 

en as follow P = R ( N( 
C 0 ∗K 1 

K ) ̇ y k V 0 ω 0 ) 
2 , and by simplification one 
1 
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Fig. 13. a: evolution of the temporal trace: no synchronization with K 1 = 0 . 04 and parameters of Fig. 5 . b: evolution of the temporal trace: full synchronization with K 1 = 0 . 1 

and parameters of Fig. 5 . 

Fig. 13. Continued 

9 
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Fig. 14. Power in the load RC load versus the number of Grudzinski-Zebrowski oscillators for different values of K 1 the parameters of Fig. 5 . 

Fig. 15. Power in the load RC load versus the mutual coupling coefficient with N = 10 and parameters of Fig. 5 . 

10 
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as P = R ( N C 0 ̇ y k V 0 ω 0 ) 
2 which is independent to the direct cou- 

ling coefficient K 1 . 

In Fig. 14 , the evolution of the power in the load is presented as

 function of the number of oscillators for three values of the mu- 

ual coupling coefficient. One observes that, the power decreases 

ith the increase in the mutual coupling coefficient. In addition, 

ne also observes a succession of decrease and increase in the am- 

litudes of the power with the increase in the number of oscilla- 

ors. 

.4. Power in the load versus the mutual coupling coefficient 

As soon as the full synchronization is reached, the power in the 

C load (see the system presented in Fig. 11 ) is plotted according 

o the mutual coupling coefficient given in Fig. 15 where the power 

elivered in the load is decreasing and reaches the value 5 . 107 ×
0 −4 , begins to increase and starting from the value 6 . 402 × 10 −3 , 

t decreases again according to the increase of the coefficient of 

utual. 

. Conclusion 

In this paper, it was first question to propose an electrical 

ircuit whose equation is similar to the self-sustained oscillator 

odel presented by Grudzinski-Zebrowski. Secondly, to consider 

n array of Grudzinski-Zebrowski oscillators coupled to an elec- 

rical load. The analysis of the signal amplitude was done taking 

nto account the number of oscillators and the coupling param- 

ters. Then, the variation of the power in different types of load 

as analyzed. One notes that, RL load consumes more power than 

LC load while the pure resistive load consumes the highest power 

hereas the power consumed by the RC load is at the intermediate 

evel. Considering a direct coupling of all the oscillators, the syn- 

hronization domains were delimited as a function of the number 

f oscillators and the coupling coefficient. The variation of the cou- 

ling parameter and the dissipation coefficient shows that only a 

eriodic dynamic appears. We found that, when the synchroniza- 

ion is reached for a fixed number of Grudzinski-Zebrowski oscil- 

ators in the system (direct coupling of the N oscillator coupled to 

he load), the power delivered to the load decreases and reaches 

 value, then a succession of growth and decay follows and finally 

here is a growth with the increase of the mutual coupling coef- 

cient. It is observed that, when the mutual coupling coefficient 

ncreases, the power decreases when the number of oscillators in- 

reases. The shape of the power curve is a succession of decay 

nd growth as the number of Grudzinski-Zebrowski oscillator’s in- 

reases. 

eclaration of Competing Interest 

The authors declare that they have no known competing finan- 

ial interests or personal relationships that could have appeared to 

nfluence the work reported in this paper. 

ppendix A. Modelling of Grudzinski and Zebrowski oscillator 

rom Fig. 1 

We assume that the current-voltage (I-V) characteristics of the 

iode is given by (A1) . 

 = i 0 ( e 
V/ V 0 − 1) (A1) 

hose after expansion gives i = i 0 ( 
V 
V 0 

+ 

V 2 

2 V 2 
0 

) i 0 and V 0 are constant 

oefficients related to the diode. 
11 
We also assume that the current-voltage characteristics of the 

onlinear resistance NLR is given as follow 

 = −aV 

V 0 

+ 

b V 

3 

V 

3 
0 

Using the first mesh of the circuit (see Fig. 1 ), one gets (A2) 

 1 
di 

dt 
+ Ri − V = 0 (A2) 

here i is the current flowing through L 1 and V the voltage across 

he nonlinear capacitor. 

where V = 

q 
C 1 

, which is the voltage across the capacitor. 

Considering the nodes law, one gets (A3) 

 = −dq 

dt 
+ 

aV 

V 0 

− b V 

3 

V 

3 
0 

− i 0 V 

V 0 

− i 0 V 

2 

2 V 

2 
0 

(A3) 

here q is the electric charge in the capacitor. 

By replacing (A3) in (A2) , it comes that the voltage V satisfies 

he following equations (A4) : 

d 2 V 

dt 2 
+ 

3 b 

V 

3 
0 

C 1 

(
V 

2 + 

i 0 V 0 V 

3 b 
− V 

2 
0 a 

3 b 
+ 

i 0 V 

2 
0 

3 b 
+ 

R 1 V 

3 
0 C 1 

3 bL 1 

)
dV 

dt 
+ 

R 1 bV 

3 

V 

3 
0 

L 1 C 1 

+ 

R 1 i 0 V 

2 

2 V 

2 
0 

L 1 C 1 
− R 1 aV 

L 1 C 1 V 0 

+ 

V 

L 1 C 1 
+ 

R 1 i 0 V 

V 0 L 1 C 1 
= 0 (A4) 

Setting x = 

V 
V 0 

and the time t is normalized with respect t re f = 

1 
ω 0 

with ω 0 = 

√ 

−a +2 i 0 
L 1 i 0 C 1 

, one obtains ( A5 ). 

d 2 x 

d t 2 
+ 

3 b 

V 0 ω 0 C 1 

(
x 2 + 

i 0 x 

3 b 
− a 

3 b 
+ 

i 0 
3 b V 0 

+ 

R 1 V 0 C 1 
3 b L 1 

)
dx 

dt 
+ x 

+ 

R 1 i 0 x 
2 

2 L 1 ω 

2 
0 
C 1 V 0 

+ 

R 1 b x 
3 

L 1 ω 

2 
0 
C 1 V 0 

= 0 (A5) 

The following values have been given to the electrical compo- 

ents and parameters: 

 1 = 200 × 10 

−6 H ; i 0 = 10 

−4 A ; V 0 = 26 × 10 

−3 V ;
1 

C 1 
= 70921985 , 8156 F −1 ; a = 0 . 0 0 01 ; b = 0 . 237 . 

Eq. (A5) can thus take the form of Eq. (1) with the following 

imensionless coefficients: 

= 3 ; θ1 + θ2 = 0 ; θ1 θ2 = −0 . 6889 ; 1 

γ η
= 0 . 05 ; ( γ + η) 

γ η
=0 . 5 

(A6) 
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We propose a revisited version of the in vivo model of the cyanobacterial circadian clock. Our aim
is to address the lack of robustness predicted for the mutant cyanobacteria without transcriptional
regulation of the original model. For this, we rely on an in vitro model of the clock describing
explicitly the hexameric structure of the core protein of the clock. Our model is able to reproduce
oscillatory behavior for the mutant, as observed experimentally, without finely tuned parameters.

I. INTRODUCTION

Circadian clocks are endogenous oscillators allowing
organisms to synchronize their physiological activities
and behavior with the time of the day [1, 2]. They play
a role in most living organisms from bacteria to humans.
Cyanobacteria possess one of the simplest known circa-
dian clock and serve as one of the model organisms to
study mechanisms leading to endogenous oscillations of
about 24 hours. One particularly beautiful property of
the cyanobacterial circadian clock is that it can be recon-
stituted in a test tube. If one mixes adenosine triphos-
phate (ATP) with the three key proteins of the clock,
namely KaiC, KaiB and KaiA, autonomous oscillations
with a period of about 24 hours are observed during sev-
eral days [3–6]

The mechanism of the clock is essentially an ensemble
of phosphorylation/dephosphorylation reactions of KaiC
which is the core protein of the clock. The phospho-
rylation state of KaiC contains the information about
the phase of the clock. More specifically, the structure
of KaiC is a homo-hexamer in the shape of a double-
doughnut which can be phosphorylated on two residus
on each monomer. The role of KaiA is to promote phos-
phorylation while KaiB, when bound to KaiC, inhibits
phosphorylation by sequestring KaiA. Those phospho-
rylation/dephosphorylation reactions can be reproduced
in the test tube. An additional mechanism comes at
play in vivo as KaiC autoregulates its own production
via a negative feedback on its own mRNA production.
There are therefore two oscillatory processes underlying
the functioning of the clock, the post-translational reg-
ulation (PTR) which is observed in vitro, and the tran-
scriptional translational regulation (TTR) consisting of
the negative feedback on mRNA production.

A mathematical model of the in vitro clock relying on
careful experiments measuring all kinetic rates and con-
centrations of proteins involved was proposed in [5]. This

∗ sdebuyl@vub.be

simple model beautifully reproduces oscillations with a
period of about 24 hours, without any parameter space
exploration as all parameters have been measured.
In [7], we proposed an extension to the in vivo case.

This model showed that PTR regulation is sufficient
to generate oscillations, as observed in the experiments
with mutant cyanobacteria lacking the TTR regula-
tion. It also showed that the transcriptional regulation
helps maintaining synchrony in a population of growing
cyanobacteria. However, the model requires finely tuned
parameters to lead to oscillatory behavior of the mutant
cyanobacteria lacking the transcriptional regulation. The
in vitro model it is based on did not explicitly described
the hexameric structure of the KaiC protein. More re-
cently, a more realistic model of the in vitro clock has
been proposed in [8]. It describes explicitly the hexam-
eric nature of KaiC and the binding of KaiB to KaiC. We
propose here to build an in vivo model based on this more
realistic in vitro model. Our model is able to produce ro-
bust oscillations for the wild type cyanobacteria as well
as for the mutants lacking transcriptional regulation.
The structure of the work is as follows. We first briefly

introduce the in vitro model of [8] for completeness and
to introduce notations. Then we describe our in vivo
model of the cyanobacterial circadian clock. We analyze
the robustness of our model with respect to parameter
variations, and compare it with the model proposed in
[7]. We end with a short discussion on the role of tran-
scriptional regulation.

II. THE IN VITRO HEXAMERIC MODEL

The hexameric model of the clock describes the inter-
conversions of the different phosphoforms of KaiC as well
as the binding and unbinding of KaiC to KaiB. When
KaiC is bound to KaiB, it forms the KaiB.KaiC com-
plex which can undergo to same (de)phosphorylation re-
actions as KaiC. The nonlinearity in the system comes
from the fact that the reaction rates depend on the state
of the system. When KaiA is bound to KaiC, it enhances
the auto-kinase activity of KaiC. Although KaiA is not
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described explicitly, it impacts the (de)phosphorylation
rates as KaiC binds differentially to KaiA in its different
phosphoforms. Similarly, KaiB is implicitly taken into
account and antagonizes the effect of KaiA in a KaiC
phosphoform dependent manner. Essentially, when KaiC
subunits are in the S form, KaiB will bind to KaiC and
sequestrate KaiA, thereby repressing phosphorylation.
More details are provided in the appendix. A scheme
of the model is depicted in Fig. 1. Each subunit of KaiC

FIG. 1: Schematic representation of the model, adapted
from [8]. The representation of the configuration of the

active form of KaiB.KaiC is speculative.

undergoes independent autokinase and autophosphatate

reactions at two sites, serine 431 (S) and threonine 432
(T) which can be phosphorylated or not. Therefore, each
subunit can be in four forms, namely: the phosphory-
lated form at S, the phosphorylated form at T, the dou-
bly phosphorylated form at S and T (denoted D), and
the U form which is the non-phosphorylated form. The
different phosphoforms are denoted by KaiCijk where i
represents the number of subunits phosphorylated at T
only, j represents the number of phosphorylated subunits
at S only and k represents the number of doubly phospho-
rylated subunits. By construction, the variables KaiCijk

which are physical have indices obeying 0 < i, j, k < n
and the number of unphosphoryated subunits is given by
n − (i + j + k). For the hexamer model n = 6, but to
study theoretically the effect of changing the number of
KaiC subunits, the model was constructed with an arbi-
trary number subunits denoted by n. For instance, the
unphosphorylated KaiC is KaiC000 and the fully doubly
phosphorylated form is KaiC00n. One should note that
the dynamical variables constructed by assuming that the
different subunits of the hexamer are indistinguishable.
KaiC can undergo potentially (de)phosphorylation reac-
tions which will increase or decrease the values of i, j, k
by one unit. Additionally, KaiCi,j,k can bind to KaiB,
forming the complex KaiB.KaiCi,j,k which undergoes
the same (de)phosphorylation reactions. The model is
given by Eqs. (1). The dependence of the reaction rates
on the KaiC phosphoforms are given in the appendix, see
Eqs. A1 and A2.

dKaiCi,j,k

dt

∣∣∣∣in vitro

= ki−1,j,k
UT (n+ 1− (i+ j + k))KaiCi−1,j,k + ki,j−1,k

US (n+ 1− (i+ j + k))KaiCi,j−1,k (1)

+ ki+1,j,k−1
TD (i+ 1)KaiCi+1,j,k−1 + ki+1,j,k

TU (i+ 1)KaiCi+1,j,k

+ ki−1,j,k+1
DT (k + 1)KaiCi−1,j,k+1 + ki,j−1,k+1

DS (k + 1)KaiCi,j−1,k+1

+ ki,j+1,k−1
SD (j + 1)KaiCi,j+1,k−1 + ki,j+1,k

SU (j + 1)KaiCi,j+1,k

− ((n− i− j − k) (ki,j,kUT + ki,j,kUS ) + i ki,j,kTD + i ki,j,kTU + k ki,j,kDT + k ki,j,kDS + j ki,j,kSD + j ki,j,kSU )KaiCi,j,k

− kon,BF
i,j,k
B KaiCi,j,k

+ koff,B KaiB.KaiCi,j,k

dKaiB.KaiCi,j,k

dt

∣∣∣∣in vitro

= ki−1,j,k
UT (n+ 1− (i+ j + k))KaiB.KaiCi−1,j,k + ki,j−1,k

US (n+ 1− (i+ j + k))KaiB.KaiCi,j−1,k

+ ki+1,j,k−1
TD (i+ 1)KaiB.KaiCi+1,j,k−1 + ki+1,j,k

TU (i+ 1)KaiB.KaiCi+1,j,k

+ ki−1,j,k+1
DT (k + 1)KaiB.KaiCi−1,j,k+1 + ki,j−1,k+1

DS (k + 1)KaiB.KaiCi,j−1,k+1

+ ki,j+1,k−1
SD (j + 1)KaiB.KaiCi,j+1,k−1 + ki,j+1,k

SU (j + 1)KaiB.KaiCi,j+1,k

−((n− i −j − k) (ki,j,kUT + ki,j,kUS ) + i ki,j,kTD + i ki,j,kTU + k ki,j,kDT + k ki,j,kDS + j ki,j,kSD + j ki,j,kSU )KaiB.KaiCi,j,k

− koff,B KaiB.KaiCi,j,k

+ kon,BF
i,j,k
B KaiCi,j,k

III. THE IN VIVO HEXAMERIC MODEL

To construct an in vivo model, we rely on the in
vitro model of [8] described in the section above and add

terms for production, degradation and dilution similarly
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to what is proposed in [7]. Our model is given by the Eqs. 4.

dKaiCijk

dt
=

dKaiCijk

dt

∣∣∣∣in vitro

− VdKaiCijk − V
KaiCijk

K +KaiCijk
for i, j, k ̸= 0, 0, 0 (2)

dKaiB.KaiCijk

dt
=

dKaiB.KaiCijk

dt

∣∣∣∣in vitro

for i, j, k ̸= 0, 0, 0 (3)

dKaiC000

dt
=

dKaiC000

dt

∣∣∣∣in vitro

+KsmRNA− VdKaiC000 − V
KaiC000

K +KaiC000

dmRNA

dt
= Vs

K4
i

K4
i + (

∑
j ̸=0 KaiB.KaiCijk)4

− Vm
mRNA

Km +mRNA

Firstly, we consider explicitly KaiC mRNA as a dynam-
ical variable. Its production term is dependent on KaiC
which acts as a negative feedback on its production. As
in [7], we consider only active degradation and not dilu-
tion for mRNA as it is order of magnitude larger. Sec-
ondly, we add a production term for unphosphorylated
KaiC from its mRNA. Finally, all forms of KaiC are as-
sumed to have the same linear dilution rate and active
degradation rate.

As in [7], we consider on top of the wild type (WT)
cyanobacterial circadian clock described above, the case
of a mutant cyanobacteria lacking the transcriptional
feedback. This is simply done by replacing the produc-
tion term of mRNA by a constant production rate Vsptr.
This mutant is referred to as post-transcriptional (PTR)
mutant while the WT clock has a transcriptional trans-
lational regulation (TTR).

We analyzed the sensitivity to parameter changes of
the PTR mutant and showed that model does not re-
quires fine tuning to generated oscillations, see Fig. 2.
We observe that the main change between the WT
cyanobacteria and the mutants lacking the TTR circuit
is that the WT bacteria are more robust to changes in
the translation rate. However, the TTR circuit is not
crucial for the clock to be robust against changes in the
dilution rate.

IV. DISCUSSION

We showed that our revised in vivo model of the
cyanobacterial circadian clock is compatible with the ro-
bust oscillations of the cyanobacteria mutant lacking the
TTR feedback. This result suggests that although the
TTR feedback enhances the robustness of the clock, the
effect is not as strong as initially suggested. Our con-
clusion is in agreement with the experiments performed
with higher growth rates for (see Fig. S4 of [7]). In-
deed, those experiments show that the mutants lacking
the TTR regulation are able to generate oscillations in
an extended range of growth rate. Although the growth

rate of the bacteria is not explicitly modeled, it will im-
pact the dilution rate. In the original model of the in
vivo clock, the dilution rate needed to be finely tuned.
The TTR regulation could actually play a more impor-
tant role if the nonlinearity of the regulator terms was
increased. Coordination of both mechanisms is key to
enhance the robustness too. To sum up, we propose a re-
visited version of the in vivo cyanobacterial clock which is
in agreement with current experiments. We expect that
the synchronysation properties of the clock will also be
enhanced by TTR regulation. In the future, we should to
include the key proteins RpaA and SasA in the models,
to be able to describe quantitatively how the clock’s time
is read as an output [9, 10].

Appendix A: Reaction rates depend on the state of
the system

To obtain the dependence of the reaction rates on
the various phosphoforms of KaiC, we need to describe
the different allosteric states of KaiC. KaiC can be in a
state comptent to bind KaiA and a state competent to
bind KaiB, respectively denoted KaiCA and KaiCB (to
simplify notations, we omit the i, j, k indices those al-
losteric state should carry). From the state comptent to
bind KaiA, KaiC can be converted in the active form of
KaiC, which we denote KaiC∗

i,j,k with indices specifying
the phosphoform. The allosteric reactions are consid-
ered to be at equilibrium, and one can therefore obtain
the ratio of KaiC in its different allosteric states. The
fact that those ratios are depend on the specific (i, j, k)-
phosphoform is key to the in vitro feedback mechanism.
The (de)phosphorylation reaction rates are given by:

ki,j,kXY = F i,j,k
A kAXY + (1− F i,j,k

A ) k0XY , (A1)

where F i,j,k
A denotes the fraction of KaiC in the state

competent to bind KaiA. The first term is dominant as
KaiC autokinase activities are enhanced by KaiA. The
constants kAXY denotes the maximal phosphorylation rate
from the stateX to the state Y when KaiA is bound, with
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FIG. 2: Robustness analysis of the wild type model (panel A) and the model for the mutant lacking the
transcriptional regulation (panel B) over parameter changes. We varied both the translation rate Ks and the

dilution rate Vd over 4 orders of magnitudes.

X,Y representing the U, T, S or D state on the relevant
subunit. Similarly, k0XY denotes the maximal phospho-
rylation rate when KaiA is not bound. The dependence

of F i,j,k
A on the state of the system is given by

F i,j,k
A ≡ KaiCi,j,k

KaiCB +KaiCA +KaiC∗i,j,k

equilibrium
=

KaiA

KaiA +KmKi,j,k
A +Km

where Km = k2

k1
is the dissociation constant of the re-

action KaiCA k2−−−−−⇀↽−−−−−
k1KaiA

KaiC∗
i,j,k, and Ki,j,k

A = e
−

∆Gi,j,k
kBT

the dissociation constant of the allosteric transformation
KaiCB ⇌ KaiCA, with ∆Gi,j,k = i∆GpT + j∆GpS +
k∆GpSpT + (n− (i+ j + k))∆GU being the free energy
difference between the allosteric states.

The (un)binding reactions of KaiB are dependent on
the fraction of KaiC in form competent to bind to KaiB
which is given by

F i,j,k
B ≡ KaiCB

KaiCB +KaiCA +KaiC∗i,j,k (A2)

=
1

1 + 1

Ki,j,k
A

+ KaiA

KmKi,j,k
A

Finally, we should note that KaiCi,j,k in Eqs. 1 represents
the sum of all allosteric forms of KaiC in the (i, j, k) state.

TABLE I: Parameter values - taken from [5, 7, 8]

kon,B 0.15 h−1 koff,B 3.0 10−2 h−1

∆GpT 2.0 kBT ∆GpS -3.5 kBT
∆GpSpT -1.0 kBT ∆GU 1.0 kBT
km 0.43 µM kaiA0 10 µM
k0UT 0.0 h−1 k0TD 0.0 h−1

k0US 0.0 h−1 k0SD 0.0 h−1

k0DS 0.31 h−1 k0DT 0.0 h−1

k0TU 0.21 h−1 k0SU 0.11 h−1

kactUT 0.48 h−1 kactTD 0.21 h−1

kactUS 5.32 10−2 h−1 kactSD 0.506 h−1

kactDS 0.0 h−1 kactDT 0.172 h−1

kactTU 0.29 h−1 kactSU 0.9 h−1

Vsptr 3.316 10−2 Vs 2.0 µMh−1

Vm 0.20 µMh−1 Km 0.20 µM
K 2.0 µM V 2.0 10−3 µMh−1

Ki 1.0 µM
Ks varied Vd varied
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