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Abstract

In this work, we focus our attention on the beneficial role of noise by exploring

the stochastic resonance phenomenon which allows to amplify the weak signal in the

artificial Brownian motors. In order to approach the realistic systems, we put forward

the occurrence of this phenomenon in the periodic deformable substrate potentials in-

troduced some years ago by Remoissenet and Peyrard.

Firstly, we present a theoretical prediction of the stochastic resonance of an under-

damped Brownian particle in a periodic nonsinusoidal potential subjected to a periodic

external field. This phenomenon is demonstrated through an investigation of the hys-

teresis loop area (HLA) which is equivalent to the input energy lost by the system to

the environment per period of the external force and clearly studied as a function of

the damping coefficient as well as the shape of the potential. It is observed that SR is

evident in some range of the shape parameter of the potential, but cannot be observed

in the other range. Specially, variation of the shape potential affects significantly and

not trivially the heigh of the energy barrier as well as the occurrence of SR. The finding

results show crucial dependence of the temperature of occurrence of SR on the shape of

the potential. It is noted that the maximum of the input energy generally decreases with

dissipation coefficient.

Secondly, we study the dynamics of a particle in the asymmetric deformable po-

tential (ASDP) and double well deformable potential (DWDP). The SR is numerically

studied in each both the systems in terms of hysteresis loop area. The average input

energy displays a double SR peak as a function of temperature in the ASDP and one

peak of SR which occurs at low temperature in the DWDP. We show that as a function of

the potential shape, the input energy can be confined to two narrow bands however and

the input energy distribution can get a bimodal nature. The presence of Chaos is also

investigated in the DWDP system where we demonstrate that the Chaos can destroy the

SR phenomenon.

Finally, in connection with SR and SAR phenomena, we analyse the dynamics of a

chain of N particles coupled in a periodic sinusoidal potential which is a special case

of the deformable Remoissenet-Peyrard potential. The dependence of the coupling pa-

xiii



rameter as well as the system size on SR and SAR is presented. The role played by the

coupling on the SR is considered. We show that there is a range of coupling parame-

ter where only SAR is observed, after this range the SR can occur, however, there also

exists a range where neither SAR nor SR appear. It is noted that the maximum and

the minimum of the average input energy increases with the coupling parameter. Also

demonstrate that there exists an optimal value of the number of particles N for which

the average input energy of the first particle reaches the saturation.

Keywords: Stochastic resonance; stochastic antiresonance; hysteresis loop area; non-

sinusoidal Remoissenet-Peyrard deformable potential; double-well deformable poten-

tial; asymmetric deformable potential; chaos; coupled particles; noise; chain size; cou-

pling; potential shape.
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Résumé

Dans ce travail, nous focalisons notre attention sur le rôle bénéfique du bruit en explo-

rant le phénomène de résonance stochastique qui permet d’amplifier les faibles signaux

dans les moteurs Browniens artificiels. Dans le but d’aborder des systèmes plus réels,

nous mettons en évidence l’apparition du phénomène de résonance stochastique (RS)

dans les potentiels à substrat déformables périodiques introduits il y a quelques années

par Remoissenet et Peyrard.

Dans un premier temps, nous présentons une prédiction théorique de la résonance

stochastique d’une particule Brownienne amortie dans un potentiel non-sinusoı̈dal pério

dique soumis à une force d’excitation périodique. Ce phénomène est démontré par une

étude de l’aire de la boucle d’hystérésis (HLA) qui équivaut à l’énergie perdue par le

système dans l’environnement par période de la force d’excitation est clairement étudiée

en fonction du coefficient de frottement ainsi que la forme du potentiel. On observe

que la RS est évident dans un certain intervalle du paramètre de forme du potentiel,

mais ne peut pas être observé dans l’autre intervalle. En particulier, la variation de

la forme du potentiel affecte de manière significative et non-triviale la hauteur de la

barrière d’énergie du potentiel ainsi que l’apparition de la RS. Les résultats montrent

une dépendance cruciale de la température d’occurrence de la RS à la forme du poten-

tiel. Il est à noter que le maximum de l’énergie d’entrée diminue généralement avec le

coefficient de frottement.

Deuxièmement, nous étudions la dynamique d’une particule dans un potentiel défor

mable asymétrique (ASDP) et un potentiel double-puits déformable (DWDP). La RS est

numériquement étudié dans chacun des deux systèmes en termes d’aire de la boucle

d’hystérésis. L’énergie d’entrée moyenne montre un double pic de résonance en fonction

de la température dans le modèle ASDP et un seul pic de résonance qui se produit aux

basses températures dans le modèle DWDP. Nous montrons qu’en fonction de la forme

du potentiel, l’énergie d’entrée peut toutefois être limitée à deux bandes étroites et la

distribution d’énergie d’entrée peut avoir une nature bi-modale. La présence du chaos

est aussi exploré dans le système DWDP où nous démontrons que le chaos peut détruire

le Phénomène de RS.

Enfin, en relation avec les phénomènes de résonance stochastique et d’antirésonance

xv



stochastique (ARS), nous analysons la dynamique d’une chaı̂ne de N particules couplées

dans un potentiel sinusoı̈dal périodique qui est un cas particulier du potentiel déformable

de Remoissenet-Peyrard. La dépendance du paramètre de couplage ainsi que de la taille

du système par rapport à la RS et la ARS est présentée. Le rôle joué par le couplage sur

la RS est pris en compte. Nous montrons qu’il existe une gamme de paramètres de cou-

plage où seul l’ARS est observé. Après cette plage, la RS peut se produire. Cependant,

il existe également une plage où ni l’ARS ni la RS ne se produit. Il est à noter que le

maximum et le minimum de l’énergie d’entrée moyenne augmente avec le paramètre

de couplage. Nous démontrons également qu’il existe une valeur optimale du nombre

de particules N pour laquelle l’énergie d’entrée moyenne de la première particule atteint

la saturation.

Mots clés: Résonance stochastique; antirésonance stochastique; aire de la boucle

d’hystérésis; potentiel déformable de Remoissenet-Peyrard non-sinusodal; potentiel double-

puits déformable; potentiel déformable asymétrique; chaos; particules couplées; bruit;

taille de la chaine; couplage; forme du potentiel.
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General Introduction

These recent years, theoretical Physics has attracted considerable interest for the ad-

vanced technological. This is mainly due to various observations made in the nature. In

order to clarify certain of these different observations and provide them some physical

explanations, the researchers in Physics have produced the good mathematical models

based on the laboratory experiments. One omong these fundamental models is the sys-

tem constituted by one or many trapped particles. When this particle is trapped in a

potential well and driven by an external force, a variety of phenomena can be realized

such as synchronization [1, 2, 3, 4], chaos and bifurcation [5, 6, 7, 8] and recently vibra-

tional resonance [9]. The effect of resonance is to produce a large vibration. Adding the

noise (thermal fluctuation force) the system can exhibit several behaviors such as neg-

ative mobility [10], diffusion [11] and stochastic antiresonance (SAR) [12]. The general

trend of a noise is to weaken the effect of a signal. Static on a radio-station, ancillary

conversations in a crowded room and flashing neon light along a busy thoroughfare all

tend to obscure or disturb from the desired information. Now, it has been realized that

certain noise-induced phenomena are of great use in various contexts. One such noise-

induced phenomenon which has a wide range of applications in various branches of

science and engineering is stochastic resonance (SR).

Stochastic resonance is one of the most shining and relatively simple examples of this

type of nontrivial behavior of nonlinear systems under the influence noise. It was first

introduced by the Italian physicists Benzi et al. [13] in 1981 to explain the periodicity

of earth’s ice ages. The eccentricity of the orbit of the earth varies with a periodicity of

about 105 years, but according to current theories the variation is not strong enough to

cause a dramatic climate change. He supposes that the ice-covered and water-covered

1
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earth correspond to the two local minima. The variation of eccentricity with the period

105 years is too weak to induce the transition from ice-covered to water-covered earth

and vice-versa. By introducing a bistable potential, Benzi et al. [13] suggested that a co-

operative effect between the weak periodic variation in the eccentricity (the signal) and

the other random fluctuation might account for the strong periodicity observed. Thus,

Benzi et al. show from the concept of SR that, in sharp contrast to the common percep-

tion of noise, a noise of suitable strength can be beneficial for a system. Motivated by

their work, a first experimental verification of the stochastic resonance phenomenon has

been done by Fauve and Heslot [14] in 1983, who studied the noise dependence of the

spectral line of an ac-driven Schmitt trigger. The field then remained somewhat dor-

mant until the modern age of stochastic resonance was ushered in by a key experiment

in a bistable ring laser [15]. After, prominent dynamical theories in the adiabatic limit

[16, 17, 18, 19] and in the full non-adiabatic regime [20, 21, 22] have been proposed.

The researchers of all domains and the engineers exploit this SR phenomenon nowa-

days as an instrument for their specific purposes. The interest of the SR problem comes

from the large range of physical applications. SR has been developed to meet the needs

in various engineering and research areas, such as aeronautic, astronomy, economy, me-

chanics, communication and civil engineering. SR has been and is a subject of interest.

Much progress have been done in this field of study, leading to modern applications that

can be found in several domains including Physics, Chemistry and Biology. In the near

future, the SR is expected to lead to advanced technological applications. for example

macro, nanoscale and micro oscillators and devices working in resonant modes as non-

linear mixers sensors and atomic scale imaging are found to give rise to higher efficiency

and greatly improved performance. Biological systems use SR to their advantage [23].

This phenomenon has the potential to be utilized to control kinetically the pathways of

a biochemical reaction [24] in Chemistry field.

Considerable progress have been made these last years in the analyse of occurrence

of the SR in sinusoidal and nonsinusoidal systems. SR has been found to occur in diverse

systems such as nanomechanical oscillators [25], tunnel diode [26], nanotube transistors
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[27, 28], social systems [29], chemical systems [30], financial models [31], vegetation eco-

logical systems [32], neuronal systems [33], periodic potential systems [34, 35] just to

mention a few. Much researchers have extensively studied theoretically and experimen-

tally this power phenomenon around the periodic systems like the monostable, bistable,

multistable systems. Although all these works have been done around this topic, it will

be judicious to take into account the substrate geometry. This is then in this context that

this thesis is studied.

In this thesis, we specially use a wide class of potentials such as the nonsinusoidal

Remoissenet-Peyrard (RP) potential, the double-well deformable potential (DWDP) and

the asymmetric deformable potential (ASDP), all introduced by Remoissenet and Peyrard

[36, 37] to study the SR in a system constituted of one particle and of N -coupled parti-

cles in the sinusoidal case of the RP. We focus our attention on the dependence of the

system parameters like the shape of the potential, the friction coefficient, amplitude of

the external force, the coupling and the chain size on the SR. The main novelty of this

work resides in the fact that these kind of substrates have been never considered in the

study of the possibility of occurrence of the SR.

To achieve these goals, we structure this thesis in three chapters.

In chapter one, we present the literature review on resonance in general and on

stochastic resonance in particular. Other kind of resonances are also exhibited.

Second chapter is devoted to the methodology and the description of the mathemat-

ical tools and numerical methods used to solve the different equations. We present the

Fourth-order Runge-kutta methods for solving Langevin equation and the quantities of

interest.

Third chapter presents and discusses the main results obtained of our work.

The document ends with a general conclusion along with prospects. We summarize

our results and give some future directions that could be investigated.
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CHAPTER I

LITERATURE REVIEW ON STOCHASTIC

RESONANCE AND PROBLEMS

STATEMENTS

I.1 Introduction

The real challenge of the researchers nowadays is to provide some laws that can

be used in the field of nano-mechanics and the construction of the particular oscilla-

tors. this is due to the fact that the general interest is to utilize the system in resonant

mode. indeed The phenomenon where a maximum amplitude appears as a function of

the frequency is called resonance [38, 39, 40, 41]. According to the parameter consid-

ered, it can get a specific name well-known in the literature. This Chapter provides an

overview of the literature, a general information about resonance phenomena and a par-

ticular idea on the stochastic resonance phenomenon. To achieve it, firstly we present

the resonance concept and some examples of resonance to better understanding of the

results of this thesis. secondly, we give a brief generality on white noise. Thirdly, the

stochastic resonance is presented point by point to allow a good perception of the stud-

ied phenomenon. Finally, we present the Josephson junction model which is one of the

application of the Brownian motion and the problem statement of this thesis.

4
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I.2 Resonance concept

The word resonance is usually applied in physics to cases in which a dynamical

system, having periodic oscillations at some frequencies ωi, when subject to a periodic

forcing of frequencies near one of the ωi, shows a marked response. In the recent studies,

however, resonance has been utilized more broadly to describe situations where the

adjustment of a parameter that is not always a frequency optimises the amplification or

response of a system [42]. In the phenomenon of stochastic resonance [43], for instance,

it is the noise intensity that is this parameter in question. Recent research has proven

that many different types of external force can also induce resonances and that the latter

can manifest in diverse forms, such as chaotic resonance [44, 46, 45], stochastic resonance

[43, 47], coherence resonance [48, 49], ghost resonance [50], parametric resonance [42],

vibrational resonance [51], antiresonance [52] and auto-resonance [42].

I.3 Examples of resonance

• Chaotic resonance, due to a perturbation of chaotic nature.

• Coherence resonance, induced by an external noise in the absence of any external

periodic force.

• Ghost resonance, induced by a multi-frequency force at a frequency absent in the

external force. The ghost resonance due to an external noise is the ghost stochastic

resonance. This ghost resonance phenomenon can be used to explain the missing

fundamental illusion in which a third lower pitched tone is often heard when two

tones occur together [53].

• Parametric resonance, induced by a periodic variation of one or more of the pa-

rameter of the system. it produces generally in the systems whose the mathemati-

cal modelling gives a Mathieu equation.

Ph.D. Thesis of Y.J. WADOP NGOUONGO Laboratory of Mechanics, Materials and Structures



Literature review on stochastic resonance and problems statements 6

• Vibrational resonance (VR), firstly observed and shown numerically by Landa

and McClintock [51] and confirmed theoretically by Gitterman [54] and by Blekhman

and Landa [55, 56]. VR occurs in bi-harmonically driven non-linear systems when

there is a large difference between the frequencies of the two driving forces, say, ω

and Ω with Ω ≫ ω. One of which is a fast oscillation at frequency much higher

than that of the slower. In VR, the noise in the stochastic resonance case [57, 58, 59]

is replaced by a high-frequency input signal, for appropriately chosen parameters,

to an enhancement in the system’s response to the slow signal.

• Antiresonance, in certain systems the amplitude of the response is found to be

either zero or minimum at one or more frequencies or at certain values of a control

parameter. When the adjusted parameter is the noise intensity, it is rather called

stochastic antiresonance (SAR).

• Autoresonance, induced by an external force with time-dependent frequency.

• Stochastic resonance, induced by a weak noise at the frequency of the applied

periodic force.

I.4 Generalities on noise

In common use, the word noise means any undesirable sound. In physics , noise is

mostly unwanted random addition to a signal; it is called noise as a generalisation of the

acoustic noise heard when listening to a weak radio transmission with significant elec-

trical noise. Signal noise is heard as acoustic noise if the signal is converted into sound;

it manifests as snow on a television or video image. High noise levels can block, dis-

tort, change or interfere with the meaning of a message in human, animal and electronic

communication. In signal processing or computing noise can be considered random

undesired data without meaning; that is, data that is not being used to transmit a sig-

nal, but is simply produced as an unwanted by-product of other activities. In biology,

many different forms of cellular noise exist, where a measurement displays substantial
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variance around its mean: for example, transcriptional noise describes the variability

in gene activity between cells in a population [60]. In many cases, the special case of

thermal noise arises, which sets a fundamental lower limit to what can be measured or

signalled and is related to basic physical processes described by thermodynamics; in

general, noise can refer to anything that interferes with what we want: it might be a

single voice of someone sitting next to us in a movie, but the purest form of noise comes

from a totally random source.

The earliest experience of noise in a physical system is the Brownian motion. This

motion defined the random movement of particles in a fluid due to their collision with

atoms or molecules. The random movement was totally due to the presence of the ther-

mal fluctuations (noise). Noise can then be classified in two different ways. From their

spectral properties, we distinguish the white and colored noises. By interesting on sta-

tistical properties, we have the uniform noises and Gaussian noises.

I.4.1 White noise

White noise is a signal whose samples are regarded as a sequence of serially un-

correlated random variables with zero mean and finite variance; a single realization of

white noise is a random shock. Depending on the context, one may also require that

the samples be independent and have identical probability distribution (in other words

independent and identically distributed random variables are the simplest representa-

tion of white noise). White noise is a type of noise that is produced by combining signal

of all different frequencies together. The adjective ”white” is used to describe this type

of noise because of the way white light works. White light is light that is made up of

all the different colours (frequencies) of light combined together (a prism or a rainbow

separates white light back into its component colors). In the same way, white noise is

a combination of all of the different frequencies of a signal. Because white noise con-

tains all frequencies, it is frequently used to mask other signal. In particular, if each

sample has a normal distribution with zero mean, the signal is said to be additive white
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Gaussian noise (AWGN).

I.4.2 Additive white Gaussian noise (AWGN)

Additive white Gaussian noise is a basic noise model used in information theory to

mimic the effect of many random processes that occur in nature. The modifiers denote

specific characteristics:

• Additive because it is added to any noise that might be intrinsic to the information

system.

• White refers to the idea that it has uniform to power across the frequency band

for the information system. It is an analogy to the color white which has uniform

emissions at all frequencies in the visible spectrum.

• Gaussian because it has a normal distribution in the time domain with an average

time domain value of zero.

Wideband noise comes from many natural noise, such as the thermal vibrations of

atoms in conductors (referred to as thermal noise or Johnson-Nyquist noise), shot noise,

black-body radiation from the earth and other warm objects, and from celestial sources

such as the Sun. The central limit theorem of probability theory indicates that the sum-

mation of many random processes will tend to have distribution called Gaussian or

Normal.

AWGN is often used as a channel model in which the only impairment to commu-

nication is a linear addition of wideband or white noise with a constant spectral density

(expressed as watts per hertz of bandwidth) and a Gaussian distribution of amplitude.

The model does not account for fading, frequency selectivity, interference, non-linearity

or dispersion. However, it produces simple and tractable mathematical models which

are useful for gaining insight into the underlying behaviour of a system before these

other phenomena are considered.
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I.4.3 spectral properties of the white noise

Assuming the environment to be an equilibrium heat bath with independent colli-

sions, Γ(t) is the Gaussian white noise of zero mean

⟨Γ(t)⟩ = 0 (1)

Usually, the duration time τr of a collision is much smaller than the relaxation time

1/γ of the velocity of the small particle. We may therefore take the limit τr → 0 as a

reasonable approximation.

By consequent, the autocorrelation function of a white noise is a function of the Dirac

function. The white noise then satisfies fluctuation-dissipation relation,

⟨Γ(t)Γ(t′)⟩ = 2Dδ(t− t′) (2)

Where t and t
′ are different times. Indeed, the fluctuation-dissipation theorem trans-

lates the fact that the energy dissipation and random fluctuations are not independent of

each other since both of them have the same origin, namely the interaction of the particle

with a huge number of macroscopic degrees of freedom of the environment. D = γkBT

represents the diffusion coefficient of the Brownian particle, γ is the damping parame-

ter, kB is the Boltzmann constant, and T is the temperature of the bath. The Dirac delta

function appears because otherwise the average energy of the small particle cannot be

finite as it should be according to the equipartition law

1

2
m⟨v2⟩ = 1

2
KBT (3)

Of course white noise does not exist as physically realizable process; it is, however

fundamental in mathematical, and indeed in a physical sense, in that it is an idealization

of many processes that do occur.
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Figure 1: This graph shows how random variable is a function from all possible out-
comes to numerical quantities and also how it is used for defining probability mass
functions.

I.5 Random variables

In probability and statistics, a random variable, random quantity, aleatory variable,

or stochastic variable is described informally as a variable whose values depend on out-

comes of a random phenomenon [61]. The formal mathematical treatment of random

variables is a topic in probability theory. In that context, a random variable is understood

as a measurable function defined on a probability space whose outcomes are typically

real numbers (see Fig 1).

A random variable’s possible values might represent the possible outcomes of a

yet-to-be-performed experiment, or the possible outcomes of a past experiment whose

already-existing value is uncertain (for example, because of imprecise measurements or

quantum uncertainty). They may also conceptually represent either the results of an ob-

jectively random process (such as rolling a die) or the subjective randomness that results

from incomplete knowledge of a quantity. The meaning of the probabilities assigned to

the potential values of a random variable is not part of probability theory itself but is

instead related to philosophical arguments over the interpretation of probability. The

mathematics works the same regardless of the particular interpretation in use.

As a function, a random variable is required to be measurable, which allows for

probabilities to be assigned to sets of its potential values. It is common that the out-
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comes depend on some physical variables that are not predictable. For example, when

tossing a fair coin, the final outcome of heads or tails depends on the uncertain physical

conditions which outcome will be observed is not certain. The coin could get caught in

a crack in the floor, but such a possibility is excluded from consideration.

The domain of a random variable is a sample space, which is interpreted as the set

of possible outcomes of a random phenomenon. For example, in the case of a coin toss,

only two possible outcomes are considered, namely heads or tails.

A random variable has a probability distribution, which specifies the probability of

its values. Random variables can be discrete, that is, taking any of a specified finite or

countable list of values, endowed with a probability mass function characteristic of the

random variable’s probability distribution; or continuous, taking any numerical value

in an interval or collection of intervals, via a probability density function that is charac-

teristic of the random variable’s probability distribution; or a mixture of both types.

Two random variables with the same probability distribution can still differ in terms

of their associations with, or independence from, other random variables. The realiza-

tions of a random variable, that is, the results of randomly choosing values according to

the variable’s probability distribution function, are called random variates

I.6 Examples of the general effect of noise in some do-

mains

• In electronics, noise is an unwanted disturbance in an electrical signal [62]. Noise

generated by electronic devices varies greatly as it is produced by several different

effects. Generally thermal noise is unavoidable, and generated by the random

thermal motion of charge carriers (usually electrons), which happens regardless of

any applied voltage. This thermal noise is approximately white, meaning that its

power spectral density is nearly equal throughout the frequency spectrum. The

amplitude of the signal has very nearly a Gaussian probability density function.
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• In communication, noise is an error or undesired random disturbance of a useful

information signal. The noise is a summation of unwanted or disturbing energy

from natural and sometimes man-made sources. Noise is, however, typically dis-

tinguished from interference, for example in the signal-to-noise ratio (SNR), signal-

to-interference ratio and signal-to-noise plus interference ratio measures. Noise is

also typically distinguished from distortion, which is an unwanted systematic al-

teration of the signal waveform by the communication equipment, for example in

signal-to-noise and distortion ratio and total harmonic distortion plus noise mea-

sures. A communication system affected by thermal noise is often modelled as an

additive white Gaussian noise channel.

• In biology, noise permeates every level of the nervous system, from the perception

of sensory signals to the generation of motor responses, and poses a fundamental

problem for information processing [63, 64, 65].

• In medicine, noise health effects are the physical and psychological health conse-

quences of regular exposure to consistent elevated sound levels. Elevated work-

place or environmental noise can cause hearing impairment, tinnitus, hyperten-

sion, ischemic heart disease, annoyance, and sleep disturbance [66, 67]. Chronic

noise exposure is associated with sleep disturbances and increased incidence of

diabetes. Adverse cardiovascular effects occur from chronic exposure to noise due

to sympathetic nervous system’s inability to habituate [66].

Noise is commonly known to get a negative influence on physical systems, However,

in 1981 it has been demonstrated that under the conditions such as

• a weak coherent signal

• an energetic activation barrier

noise can be beneficial for a physical system. Therefore noise-induced phenom-

ena which are of great use in various context. One such noise-induced phenomenon
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which has a wide range of application in various branches of science and engineering is

stochastic resonance.

I.7 Stochastic resonance

I.7.1 Definition

Stochastic resonance is a cooperative phenomenon arising from the interplay be-

tween deterministic and random dynamics in a non-linear system wherein the coherent

response to a deterministic monochromatic signal can be enhanced by the presence of

an optimal amount of noise [68]. This phenomenon requires three ingredients: a weak

coherent signal, a noise source and an energetic activation barrier. The mechanism of

SR is relatively simple to explain. The optimal periodic response of a system to an exter-

nal periodic drive as a function of the noise strength is referred as stochastic resonance.

In other terms, it manifests by a synchronization activated hopping events between the

potential minima and the weak periodic forcing. Fig 2 shows the general scheme of a

stochastic resonance phenomenon for the physical systems.

Figure 2: The general scheme of stochastic resonance.

Such a plot, Fig 3 is a typical curve of output response versus input noise magnitude,

for the systems capable of stochastic resonance.

In the domain of trapped particles, to the SR, although the periodic forcing is too

weak to allow the periodic switching between the wells, the noise at a certain intensity
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Figure 3: Typical curve of a manifestation of SR in the systems [69].

will permit the periodical inter-well transitions between wells, mainly with the period

of the periodic external force. One then says that noise-induced has synchronized with

the weak periodic forcing. The interest of the researchers to this phenomenon is mainly

due to its origin, its goal and its vast application in many fields.

I.7.2 Origin, goal and consequence of the stochastic resonance phe-

nomenon

Origin

The concept of stochastic resonance has been originally discovered by Benzi et al.

and put forward in the review papers [13, 70, 71] wherein they treat the problem of the

periodically recurrent ice ages. This good suggestion that stochastic resonance might

rule the periodicity of the primary cycle of recurrent ice ages has been raised indepen-

dently by C. Nicolis and G. Nicolis [72, 73, 74, 75]. A statistical analysis of continental ice

volume variations over the last 105 years shows that the glaciation sequence gets an av-

erage periodicity of 105 years. This conclusion is intriguing because the only comparable

astronomical time scale in earth dynamics known so far is the modulation period of its

orbital eccentricity caused by planetary gravitational perturbations. The ensuing varia-

tions of the solar energy influx on the earth surface are exceedingly small. The question

Ph.D. Thesis of Y.J. WADOP NGOUONGO Laboratory of Mechanics, Materials and Structures



Literature review on stochastic resonance and problems statements 15

climatologists debate is whether a geodynamical model can be devised, capable of en-

hancing the climate sensitivity to such a small external periodic forcing. Stochastic reso-

nance provides a simple, although not conclusive answer to this question [76, 77, 78, 79].

In the model of Benzi et al., the global climate is modelled by a double-well potential,

where one minimum represents a small temperature corresponding to an ice-covered

earth and the other minimum represents a water-covered earth. The small modulation

of the earth’s orbital eccentricity is represented by a weak periodic forcing. Short-term

climate fluctuations, such as the annual fluctuations in solar radiation, are modelled by

Gaussian white noise.

Goal

Stochastic resonance is by now a well-established phenomenon. As a function of

the studied field, it can have a particular aim. However, its main goal is to produce the

large vibrations by adding of noise and allows to amplify feeble signals, and to treat a

signal.

Consequence

SR can be an advantage for some systems as for instance the biological systems

which utilize SR to their advantage [23]. It can also be an inconvenient for other systems

such as the ecological vegetation growth systems [32] and civil engineering where the

large vibrations caused at an appropriate noise intensity weakens the stability of the

system.

Characterization of stochastic resonance

Having put forward the main physical ideas of SR, we define now the observables

or statistical tools useful for the characterization of this phenomenon. These observables

should be physically motivated, easily measurable, and/or be of technical relevance. To

analyse the performance of the system in the presence of noise, several key quantities
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in the literature are utilized such as the power spectral density (PSD) [80], the signal-to-

noise ratio (SNR) [81], the residence-time distribution density of a particle in one of the

potential wells [82], the response and the hysteresis loop area (HLA) [83].

• Power spectral density (PSD)

By taking an ensemble average of the system response, it can be more convenient

to obtain the relevant phase-averaged power spectral density S(ω) defined as

S(ω) =

∫ +∞

−∞
e−iωτ ⟨⟨f(t+ τ)f(t)⟩⟩dτ . (4)

Where the inner brackets denote an ensemble average over the realizations of the

noise and outer brackets indicate the average over the input initial phase. To cal-

culate the power spectral density of a variable x, a set of 210 data collected at a

time interval of (2πω)/10 is used. The output of the fast Fourier transform (FFT)

routine is the spectral density of the output signal. More accurate spectral densi-

ties are obtained by averaging over 25 different realizations of Gaussian random

numbers.

• Signal-to-noise ratio (SNR)

The most common measure used to characterize stochastic resonance is SNR. It is

the ratio of the Fourier coefficient and the value of the noise at the frequency ω.

SNR = 10log10(
S(ω)

SN(ω)
)dB (5)

The signal power S = |X(ω)|2 is the magnitude of the output power spectrum at

the frequency ω.

• Residence-time distribution density

An alternative quantity, which also clearly exhibits the stochastic resonance phe-

nomenon is the probability distribution of normalized residence times. This is
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obtained as follows. For a fixed noise intensity D, 105 residence times in a well are

computed.

• Response

The response is an appropriate method to characterize the signature of the SR. It

corresponds to the output response Q(ω) and is generally calculate as follows

Q(ω) =

√
Q2

sin +Q2
cos

A0

(6)

Qsin and Qcos are the sine and cosine responses respectively. A0 rep-

resents the amplitude of the periodic external force.

The terms Qsin and Qcos are given by:

Qsin =
2

NT

NT∫
0

x(t) sin(ωt)dt (7)

Qcos =
2

NT

NT∫
0

x(t) cos(ωt)dt (8)

Where T = 2π
ω

is the period and N is the number of periods.

• Hysteresis loop area (HLA)

The input energy expended per period of the external force on the system by the

field acts as a good quantifier of SR. This input energy is ultimately dissipated into

the thermal bath. It is naturally a measure of the hysteresis loop area in position(x)-

force(F ) space. Although the input energy and hysteresis loop area are exactly the

same in magnitude, the latter is an average quantity, where as input energy has a

well-defined distribution. The input energy distribution provides useful informa-

tion about stochastic resonance behaviour. An ensemble of details about the HLA

will be put in evidence in the next chapter.
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I.7.3 Application domains of the stochastic resonance

SR can be observed almost everywhere. For several decades, this intriguing phe-

nomenon occurring in the systems pertaining has been an intense interest for the re-

searchers of the domains.

Electronic

The one of first experimental verification of stochastic resonance was realized in an

electronic circuit, a simple Schmitt trigger [14]. Since then, stochastic resonance has been

observed in a variety of more or less complicated electronic devices, mostly constructed

with the purpose of building flexible and inexpensive simulation tools. A rather peculiar

electronic device that displays stochastic resonance is the tunnel diode, a semiconductor

device with a bistable characteristic (I − V ) curve. SR in a tunnel diode has also been

observed for forcing frequencies as high as 10KHz [84, 85, 86]. recently, SR has been

reported also in a non-bistable standard np semiconductor diode [87].

Optics

SR has been found in the optical systems such as ring laser [15] which consists of

a ring interferometer formed by three or more mirrors and a laser medium inside the

cavity. In two-mode ring lasers, the light can travel in a clockwise or counterclockwise

direction. Bistability with respect to the direction has been discussed in large detail

[88]. Random switching of the beam intensities, initiated by spontaneous emission in

the laser medium and fluctuations in the pump mechanism, indicates bistable operation

of the ring laser. To show stochastic resonance, the symmetry between the two modes

has to be broken by applying a periodic modulation that favours one of the modes. The

signal-to-noise ratio, shown in Fig 4 reflects the manifestation of SR in the ring laser.

Sometimes due to weak signal the intensity of Raman spectrum and X-ray diffrac-

tion of some solutions corresponding to certain frequencies may not be clearly visible.

They can be amplified by adding impurities as noise.

Ph.D. Thesis of Y.J. WADOP NGOUONGO Laboratory of Mechanics, Materials and Structures



Literature review on stochastic resonance and problems statements 19

Figure 4: Picture illustrating the SNR, obtained from the time dependence of the inten-
sity of one laser mode, shown as a function of the injected noise strength [15].

Stochastic resonance has theoretically been investigated in an optical bistable system,

which consists of a unidirectional ring cavity and a photorefractive two-wave mixer

Optics [89].

Biology

The expansion of stochastic resonance took a large leap forward when its potential

relevance for neurophysiological processes had been accepted. Longtin, Bulsara, and

Moss [90] observed that interspike interval histograms of periodically stimulated neu-

rons exhibit a remarkable resemblance to residence-time distributions of periodically

driven bistable systems [82, 91]. The relevant neurophysiological experiments described

how stochastic resonance enters naturally into standard models for neuronal dynamics.

In neurobiology, SR is used to detect the weak signals. By now, stochastic resonance is a

well recognized paradigm in the biological and neurophysiological sciences, and several

recent reviews on neurophysiological applications of stochastic resonance are available

[92, 93, 94, 95]. The equation of movement governing the dynamics in these systems are

the following,

ẋ = x− x3 + ξ(t) + A0cos(Ωt) (9)

Eq (9) translates the interspike interval histograms of a sinusoidally stimulated au-
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ditory nerve from an animal which have been compared with return-time distributions

of the periodically driven quartic bistable potential.

A soft bistable potential lead to,

ẋ = x+ btanh(x) + ξ(t) + A0cos(Ωt) (10)

Where ξ(t) is Gaussian noise.

Economy

In Economy, bistable model of a financial market is frequently considered to model

financial crashes and bubbles based on the Ising model with thermal-bath dynamics

and long-range interactions, subject to a weak external information-carrying signal and

noise. In the ordered phase, opposite stable orientations of magnetization correspond

to the growing and declining market before and after the crash or bubble, and jumps

of magnetization direction correspond to crashes and bubbles. It shows that the influ-

ence of an information-carrying signal, assumed to be too weak to induce magnetization

jumps, can be enhanced by the external noise via the effect of stochastic resonance. It

argues that in real stock markets the arrival of a piece of information, considers a poste-

riori to be the cause for a crash or bubble, can be enhanced in a similar way, thus leading

to price return whose value is unexpectedly large in comparison with relatively weak

importance of this piece of information .

Medecine

SR-based technics have been used to create a novel class of medical devices for en-

hancing sensory and motor functions such as vibrating insoles especially for the elderly,

or patients with diabetic neuropathy or stroke [96]. Stochastic resonance has also been

used as therapy method in Parkinson’s disease. Indeed Stochastic whole body vibration

may offer a supplementation to canonical physical treatments of Parkinson’s disease

motor symptoms [97].
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Engineering

The one of sector of engineering where the SR mainly occurs, is in the Biomechan-

ics. Domain like heart dynamics, blood streaming, muscle system functionality and

vocal folds are followed. However predominantly problems of the human skeleton are

tackled, see for instance [98, 99]. Here substantial attention is paid to SR which noise en-

hances the response of a non-linear system to weak signals in various biological sensory

systems. At the same time it has been recognized that adding low magnitude periodic

vibration greatly enhances bone formation in response to loading, which is definitely an

excellent contribution of SR for the osteogenic processes.

Neuroscience

Stochastic resonance has been observed in the neural tissue of the sensory systems

of several organisms. Computationally, neurons exhibit SR because of non-linearities

in their processing. SR has yet to be fully explained in biological systems, but neural

synchrony in the brain (specifically in the gamma wave frequency) has been suggested

as a possible neural mechanism for SR by researchers who have investigated the per-

ception of subconscious visual sensation. Single neurons in vitro including cerebellar

Purkinje cells and squid giant axon could also demonstrate the inverse stochastic reso-

nance, when spiking is inhibited by synaptic noise of a particular variance.

Neurobiology

A study conducted by Russell et al. involving the feeding behavior of paddlefish

(see Fig 5) demonstrated that stochastic resonance can in fact influence animal behavior

[100]. Paddlefish live in North American rivers, and feed on a variety of zooplank-

ton, particularly Daphnia. Since the muddy turbidity of the waters in which they live

inhibits the visual detection of their prey, paddlefish have developed a long, flattened

rostrum extending from their mouth that is covered with passive electro-receptors. This

rostrum is used to locate plankton such as Daphnia, which produce low frequency ex-
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ternal fields. As is to be expected, more distant plankton are more difficult to locate. The

researchers in this study hypothesized that the presence of background electrical noise

at some optimal amplitude might allow paddlefish to locate and capture more distant

prey as compared to zero-field controls via the mechanism of stochastic resonance [100].

Figure 5: Paddlefish in the swim mill from the experimental setup of the Russell study
[100]

Communication

Stochastic resonance is a non-linear effect wherein the noise turns out to be benefi-

cial to the transmission or detection of an information-carrying signal (see Fig 6). When

the intensity of the input image s(l,m) is low relative to the threshold θ of the detector,

i.e. when θ > 1, then s(l,m) (in the absence of noise) remains undetected as the output

image y(l,m) remains a dark image. Addition of the noise η(l,m) will then allow a co-

operation between the intensities of images s(l,m) and η(l,m) to overcome the detection

threshold.

Figure 6: detection of an information-carrying signal from SR

The result of this cooperative effect can be visually appreciated on Fig 6, where an
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optimal non-zero noise level maximizes the visual perception [101].

I.8 Artificial Brownian motors

I.8.1 Josephson Junction (JJ)

For several decades, there has been intense interest in the effect of noise on the

dynamic characteristics of JJ. A theoretical description of thermal fluctuation in super-

conducting weak links has been developed via the phase or current, by analogy with

the Brownian motion of a particle in a tilted periodic potential, and has been applied to

both d.c and a.c Josephson effects and to the driven Josephson oscillator.

Figure 7: (a) Schematic drawings of a typical long Josephson junction (JJ) and its cross
section. In this case, the JJ is made of bulk niobium superconductors (S) and aluminium
oxide used as the dielectric barrier. Typical values of the junction’s length (L), width
(W ) and thickness are indicated in the figure. The bias current (I) driving the JJ, and the
magnetic field (H) applied at its edges, are designated too. (b) A long circular of JJ, (c)
The same as in (a), but for a stack of two parallel magnetically coupled junctions.

The specific dynamics of tunnelling has been predicted by Josephson in the junc-

tion built as two bulk superconductors separated by a thin dielectric layer (oxide layer),

across which Cooper pairs of superconducting electrons may tunnel keeping their co-

herence, i.e., the thickness of the dielectric barrier is much smaller than the correlation

length of the superconducting state. A typical scheme of the long JJ is displayed in Fig

7(a). The phase difference ϕlr (ϕlr = ϕl − ϕr) between the wave functions for the left and

right superconductors is given by the Josephson equation

Ph.D. Thesis of Y.J. WADOP NGOUONGO Laboratory of Mechanics, Materials and Structures



Literature review on stochastic resonance and problems statements 24

dϕ(t)

dt
=

2eU(t)

~
(11)

Here, U(t) is the potential difference across the junction; e is the charge of the elec-

tron, and ~ = h/2π, where h is Planck’s constant. If the junction is small enough, it

may be modelled (see Fig 8(b)) by a resistance R in parallel with a capacitance C, across

which is connected a current generator Idc (representing the bias current applied to the

junction). At the other end of the junction (across the resistance R) is connected a phase-

dependent current generator, Icsinϕ, representing the Josephson super-current resulting

from the Cooper pairs tunnelling through the junction. Since the junction operates at a

temperature and a pressure above zero, there exists a white-noise current Γ(t) superim-

posed on the bias current, which satisfies the conditions

⟨Γ⟩ = 0 (12)

⟨Γ(t)Γ(t′)⟩ = 2KBT

R
(13)

(a) (b)

Figure 8: Particle in an effective potential (a) and his equivalent circuit of the Josephson
junction (b).

where T is the temperature of the device, and KB is the Boltzmann constant. The
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meaning of the noise is simply that the current through the normal shunt resistor equals

V/R−Γ(t), where the thermal fluctuation noise current Γ(t) is assumed independent on

V . The current-balance equation for the junction is

C
dU(t)

dt
+

U(t)

R
+ Icsinϕ(t) = Idc + Γ(t) (14)

Substituting Eq (11) in Eq (14), the Langevin equation for phase ϕ(t) is,

~C
2e

d2ϕ(t)

dt2
+

~
2eR

dϕ(t)

dt
+ Icsinϕ(t) = Idc + Γ(t) (15)

This is modelled in the Kirchhoff equation above (Fig 8(b)) by making an equiv-

alent assumption that the current through the resistor is V/R, but the bias current is

I + Γ(t). So, we can now show the mechanical model of Eq (15) also called the Stewart-

McCumber Model.

Josephson junction and its mechanical correspondence to the Brownian motion

A Josephson Junction is a quantum mechanical device, which is made of two su-

perconducting electrodes separated by a barrier. The Josephson effect is an example of a

macroscopic quantum phenomenon. It is named after the British physicist Brian David

Josephson, who predicted in 1962 the mathematical relationships for the current and

voltage across the weak link [102, 103] as shown in Fig 9 [104], a Josephson tunnelling.

In Josephson junction, the quantities of physical interest are the current-voltage char-

acteristics, the linear and non-linear junction impedance to an external high-frequency

current, the Josephson radiation spectrum, and so on. Here, the junction is treated as a

purely classical system, where the phase difference ϕ across the junction and the charge

CU on the junction are considered as classical variables, which can be determined with

arbitrary accuracy. However, the classical accuracy is inherently limited by Heisenberg’s

uncertainty principle, which, in this case, is ∆ϕ∆N ≥ 1, where N is the number of

Cooper pairs transferred across the junction.

The mechanical correspondence of Fig 8(b) is useful depicted by Fig 8(a) in term
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Figure 9: Josephson tunnelling junction

of Brownian particle of mass mp in a spatial periodic potential V (x) of period L and

an barrier height ∆V , subjected to an external, unbiased external force and a Gaussian

white noise. Multiplying the equation (15) by ~
2e

, it becomes:

~2C
(2e)2

ϕ̈(t) +
~2

(2e)2R
ϕ̇(t) +

Ic~
2e

sinϕ(t)− ~Idc
2e

=
~
2e

Γ(t) (16)

The mechanical analogy from the Stewart-McCumber dynamic Eq (16) can be writ-

ten as

mpϕ̈(t) = −γϕ̇(t)− Ic~
2e

sinϕ(t) +
~Idc
2e

+
~
2e

Γ(t) (17)

Where the effective potential phase particle mass is defined as mp =
~2C
(2e)2

, so that

the left term appears as mass times acceleration. Notice that the effective mass is pro-

portional to the parallel capacitance of the junction C. We have also introduced the

damping (friction) coefficient

γ =
~2

(2e)2R
(18)

The definition displays that the damping is proportional to the normal conductance
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of the shunt, G =
1

R
and inversely proportional to normal resistance R. This means that

a charge builds up on the electrodes causing some voltage and the electric field to occur.

This voltage accelerates normal electrons, which then dissipate their kinetic energy into

heat with a rate proportional to G.

Now for the analogy with classical mechanics, we introduce three effective forces,

namely the friction force Fd = −γϕ̇, the phase difference force Fϕ = −Ic~
2e

sinϕ, and the

bias current force Fb =
~Idc
2e

. Also, let us look at ϕ as though it is the position (spatial

coordinate) of the effective phase particle. One will denote this position as x, and define

it simply as x = ϕ. In that case Fd = −γẋ, Fϕ = −Ic~
2e

sinx, and ξ(t) =
~
2e

Γ(t) is the

Gaussian white noise coming from current representing the Johnson-Nyquist thermal

current noise Γ(t) in the shunt resistor R. Then, the dynamics equation of the Josephson

junction is the Langevin equation

mpẍ = Fd + Fϕ + ξ(t) = −γẋ− Ic~
2e

sinx+
~Idc
2e

+
~
2e

Γ(t) (19)

Fact that a classical particle and the JJ are both described by the same differential

equation implies that the known classical-particle solution and methods solving the

equation apply to JJ. It is usual in classical physics, the potential corresponding to the

force Fϕ is Uϕ = Ej(1− cosx), so that, as usual, Fϕ = −dUϕ

dx
. Here Ej =

Ic~
2e

is called the

Josephson energy. The bias potential energy is Ub =
Idc~x
2e

, so that Fb = −dUb

dx
. The total

energy, which is, in fact, the Gibbs free energy of the current-biased junction is

Uwb = Uϕ + Ub = Ej[(1− cosx)− ix] (20)

where i = I/Ic is the normalised bias current which defines the tilt. The potential

energy Uwb is frequently called the titled washboard potential because it resembles to a

hand-washing board.

Using these notations the equation of motion of the Stewart-McCumber model be-

comes
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mpẍ = −γẋ− dUwb

dx
+ ξ(t) (21)

Eq (21) is the same as the Langevin equation for a single particle moving in a sub-

strate potential.

I.8.2 Superionic conductors

Brownian particles have also been studied in detail in connection with superionic con-

ductors. Superionic conductors, represent a class of solid materials that shows an un-

usually high ionic conductivity of an order of magnitude as usually found for molten

salts [105, 106]. They consist of species of high mobile particles considered to be Brow-

nian particles moving on a periodic structure with diffusion coefficients comparable to

those found in liquids [107]. Their structure is characterized by a strong disorder in the

sublattice of conductivity ions. All the ions of one sublattice are in this highly mobile

state. There is another species of ions which cannot diffuse. They form a framework

which is usually called the rigid sublattice. The activation energy required for the mo-

bile ions to diffuse is far lower than that found in ordinary ionic solids. As an example,

we consider silver iodide (α− AgI) for illustration (see Fig 10).

Figure 10: Highly movable Ag+ ions in the nearly fixed iodide lattice and the corre-
sponding potential in one dimension [104]

Here, the lattice consists of iodide (I−) ions, while the silver ions (Ag+) are highly

mobile (Fig 10). In α − AgI at 3000 Celcius, the diffusion coefficient for Ag+ ions is

close to 2.10−5cm2/s. The one of the I− ions is negligible. In this context, the motion of

ions considered as non-interacting Brownian particles is treated as a stochastic motion
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in a medium with periodic lattice structure. These materials show high ionic conduc-

tivity and have led to very important advances in designing new devices based on the

motion of ions through periodic structures. This may help to improve components in

electrochemical energy storage and conversion devices such as batteries, fuel cells and

electrochemical membranes, which are critical in the societal shift to renewable energy.

In a number of these materials,the conduction process is confined to lower dimensional-

ity; examples include β-alumina (d = 2), potassium hollandite (d = 1), etc. If an external

field F is applied to a one-dimensional model, neglecting interaction of different Ag+

ions, then, the equation of motion divided by the mass m in the periodic potential mf(x)

[108] is

mẍ+ γẋ+ f ′(x) = F + ξ(t) (22)

I.9 Problem statement of the thesis

I.9.1 Deformable potential as realistic potential for Brownian parti-

cles and lattices

The vast majority of works on Brownian motion is done in the systems based on

the standard sinusoidal periodic potential and, concentrated on the behavior of the di-

rected transport as a function of parameters of the system, such as temperature, energy

barrier, or some other control variable. However, these systems with periodic struc-

ture, although interesting, describe realistic systems only with certain approximations.

To obtain a physically more realistic periodic substrate for several complex systems,

the effects of physical parameters such as temperature and pressure should be con-

sidered. Under such constraints, some physical systems such as Josephson junctions,

incommensurate systems, charge-density wave condensates, superionic conductors or

crystals with dislocations may undergo changes such as shape distortion, variation of

crystalline structures, or conformational changes. Hence, it appears necessary to take
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into account the deformable character of the medium in Brownian particles field. In-

deed, deformable models have been considered both from mathematical and physical

points of view. From a mathematical point of view, the foundations of deformable mod-

els represent a confluence of geometry, physics, and approximation theory. Geometry

serves to represent object shape, physics imposes constraints on how the shape may vary

over space and time, and optimal approximation theory provides the formal underpin-

nings of mechanisms for fitting the models to measured data. From a physical point of

view, deformable models are viewed as elastic bodies that respond naturally to applied

forces and constraints. In fact, the term deformable models stems primarily from the use

of elasticity theory at the physical level, generally with a Lagrangian dynamics setting.

I.9.2 Statement of the problem

Having review the majority of works on SR, we noticed that these works have been

based on the occurrence of SR phenomenon in the systems with sinusoidal periodic po-

tential. However, the question of the occurrence of SR in periodic deformable substrate

potentials introduced by Remoissenet and Peyrard has not been resolved. These kinds

of potential which have already been introduced for the study of the soliton, stick-slip

movement, diffusion phenomena, and anomalous transport, take into account some par-

ticular situations in physics such as high temperature and pressure which could modify

the substrate leading to the deformation of a non-linear crystal-lattice, shape distortion,

variation of crystalline structures, geometric configuration, and dislocation in solids.

Therefore, it will be important to consider the deformable character of the medium for

the study of SR in the physical systems. The dependence of SR phenomenon on the pa-

rameters of system such as potential shape, chain size, coupling or some other control

parameter will be analysed in this thesis.
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I.10 Conclusion

In this chapter, we have provided and explained the concept of stochastic reso-

nance. SR is a powerful phenomenon that has changed our ideas on noise. We have

presented some applications of SR and how this phenomenon manifests in the systems.

The problems that we will have to solve in the thesis have been well-established. The

following chapter will be devoted to the mathematical model formulation and numeri-

cal simulations methods used to solve the problems of the thesis.
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CHAPTER II

METHODOLOGY: MODELS AND

NUMERICAL METHODS

II.1 Introduction

The previous chapter has clearly presented the phenomenon of SR under many

axis. Thus, from a phenomenological point of view, the problem is interesting because it

is enough simple to understand and to analyse. In this chapter, we introduce the mathe-

matical formalism for our investigation the presentation of the analytical, numerical and

stochastic methods that will be used to solve the problems addressed by this thesis.

II.2 Langevin equation

The Langevin equation is a stochastic differential equation describing the dynamics

of a particle that is subjected to friction and stochastic forcing. This equation initiated for

the first time in 1908 by Paul Langevin presents in a global way the mathematical equa-

tions modelling the stochastic systems. The general Langevin equation with Gaussian

white noise terms is given by the following expression:

dx

dt
= f(x) +G(x)ξ(t) (23)

Where x = (x1, x2, ..., xn) and ξ = (ξ1, ξ2, ..., ξn). f(x) is the deterministic part, x(t)

and ξ(t) are the position of the particle and Gaussian white noises or Langevin stochastic

force respectively. G is a square matrix which depend on x when the white noise is a

multiplicative noise while for an additive noise G is constant.

32
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II.3 Model of a particle in the on-site Remoissenet-Peyrard

potential

In order to study the SR phenomenon in this system, we consider a Brownian par-

ticle of mass m with spatial position x(t) (see Fig 11) subjected to an external periodic

force F (t) = F0 + A0cos(ωt) of frequency ω ( ω = 2π/τ , with τ which represents the

period of the external force) and the thermal fluctuations. We model these fluctuations

as a time dependent-random force ξ(t), whose statistical properties can be mimicked

by a Gaussian white noise: ⟨ξ(t)⟩ = 0 and ⟨ξ(t)ξ(t′)⟩ = 2γTδ(t − t′) where the medium

temperature T is in units of the Boltzmann constant kB. At the same time the substrate

potential exerts on the moving particle a frictional force fd proportional to the particle’s

velocity; fd = −γv, where γ is the friction coefficient. We assume that the Brownian par-

ticle moves in a force field with deformable Remoissenet-Peyrard (RP) potential energy

URP (x, r), already introduced some years ago in the contexts of the solitons [109] and

recently in the context of [110] . The RP potential is given by the following expression,

URP (x, r) = U0 (1− r)2
1− cos x

(1 + r2 + 2r cos x)
. (24)

Figure 11: Particles moving in symmetric periodic structures in the presence of an exter-
nal force F and the stochastic force ξ(t)

This potential is symmetric and 2π-periodic in x, the shape of the potential is defined

by the parameter r with −1 < r < 1. U0 is a constant which measures the amplitude of

the potential. The illustration of corrugation potential is given in Fig 11. When r < 0, the

non-sinusoidal RP potential has the shape of sharp wells separated by flat wide barriers

(see Fig 12(a)) for r = −0.6). While for r > 0 it has the flat bottoms separated by thin
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barriers (see Fig 12(c)) for r = 0.6), while for At r = 0, the RP potential reduces to the

well-known Sine-Gordon potential as displayed in Fig 12(b).

Therefore, relatively to the equations (15), (21) and (22), the dynamic equation of this

particle can be described by the following Newton-Langevin equation,

m
d2x

dt2
= −γ

dx

dt
− ∂V (x, r, t)

∂x
+ ξ (t) . (25)

where

V (x, r, t) = URP (x, r)− xF (t) (26)

is the effective potential of the system. In Eq (25), the inertial effects related to the

mass of the particle are described by the term on the left hand side where the over-dot

indicates differentiation with respect of time t.

II.3.1 Evolution of the effective and determination of the energy bar-

rier

The solution for a local minimum where the particle resides xa and a transition

point xb can be determined from ∂V
∂x

= 0. Other variables can be obtained from these

positions such as the energy barrier ∆V = V (xb) − V (xa), the frequencies ωa and ωb

which represent the angular frequency of the potential in the potential minimum xa and

the angular frequency at the top of the barrier located at xb, respectively. The barrier be-

tween any two consecutive wells of the effective potential V disappears (∆V = 0) when

the magnitude of the external field exceeds the critical force Fc. At that time switching

between the potential wells are possible. A critical point xc where the barrier vanishes

and the critical force Fc can be obtained by solving equations ∂V
∂x

= 0 and ∂2V
∂x2 = 0. After

a few mathematical calculations, the critical force can be deduced as:

Fc =
U0 (1− r2)

2
sinxc

(1 + r2 + 2r cosxc)
2 , (27)
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Figure 12: Illustration of the RP potential URP (x, r) for different values of r indicated on
the figure, with U0 = 1. The shape potential depends on the parameter r. When r = 0
(b), we have a sinusoidal profile of potential.
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with, xc = ± arccos
(

1+r2−
√
r4+34r2+1
4r

)
is the instability point.

Assuming that when xa and xb converge to critical point (xc, Fc) the switching events

occur around the critical point (xc, Fc), so Vxx(xb, F ) and Vxx(xa, F ) can be obtained by

Taylor expansion around the critical point,

Vxx (xb, F ) = Vxx (xc, Fc) + Vxxx (xb − xc) + VxxF (F − Fc) + 0
(
δx2
)
. (28)

However, Vxx (xc, Fc) = 0 and VxxF = 0 thus,

Vxx (xb, F ) = (URP )xxx (xb − xc) , (29)

and

Vxx (xa, F ) = (URP )xxx (xa − xc) , (30)

here xx indicates the second derivative with respect to x and Vxxx = (URP )xxx. The

energy barrier is defined as,

∆V = V (xb, F )− V (xa, F ), (31)

therefore for the determination of ∆V , it is important to make a Taylor expansion

around (xc, Fc) as illustrated by Dong et al. [111]:

V (x, F ) = V (xc, Fc) +
∂V

∂x
(x− xc) +

∂V

∂F
(F − Fc) +

∂2V

∂x∂F
(x− xc) (F − Fc) +

1

2

∂2V

∂x2
(x− xc)

2 +
1

2

∂2V

∂F 2
(F − Fc)

2 +
1

2

∂3V

∂x2∂F
(x− xc)

2 (F − Fc) +

1

2

∂3V

∂x∂F 2
(x− xc) (F − Fc)

2 +
1

6

∂3V

∂x3
(x− xc)

3 +
1

6

∂3V

∂F 3
(F − Fc)

3 +

0
(
δx4
)

(32)

At the critical point (xc, Fc), Vx = Vxx = VFF = VxxF = VxFF = VFFF = 0, thus:
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V (xb, F ) = V (xc, Fc) +
∂V

∂F
(F − Fc) +

1

6

∂3V

∂x3
(xb − xc)

3 (33)

and

V (xa, F ) = V (xc, Fc) +
∂V

∂F
(F − Fc) +

1

6

∂3V

∂x3
(xa − xc)

3 . (34)

By substituting the equations (33) and (34) into the relation (31), the expression of the

energy barrier is given as,

∆V = (xb − xa)(Fc − F ) +
1

6
(URP )xxx

[
(xb − xc)

3 − (xa − xc)
3] . (35)

Researching now the equilibrium points from
∂V (x, F )

∂x
= 0, with V (x, F ) given by

the relation (32) we obtain,

Fc − F = −1

2
(URP )xxx (x− xc)

2 . (36)

This, we permit then to have the equilibrium points as:

xb − xc =

√
2

− (URP )xxx
(Fc − F )

1
2 , (37)

and

xa − xc = −

√
2

− (URP )xxx
(Fc − F )

1
2 , (38)

thus,

∆V =
4
√
2

3
(− (URP )xxx)

− 1
2 (Fc − F )

3
2 . (39)

Before to do the investigations on SR phenomenon in the Remoissenet-Peyrard sub-

strate potential, we must make short that the signal amplitude of the external force F (t)

is small enough that, in the absence of any fluctuation force, it is insufficient to force a
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particle to move one well to another (F (t) < Fc) at all time. So let us first analyse the

effective potential given by Eq (26).

Figure 13 illustrates the evolution of the effective potential V as a function of the po-

sitions x for U0 = 1. Here, the potentials clearly show the presence of an initial minimum

(stable particle position) and an initial maximum (unstable particle position). When one

takes the initial value of external force F from 0.05 to critical force Fc = 1.15 correspond-

ing to the shape potential r = 0.2, we can see that the energy barrier ∆V decreases and

finally vanishes as F equals to Fc.
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(a)

Figure 13: Schematic illustration of the evolution of the effective potential, showing the
decreasing of the energy barrier. From top to bottom each curve corresponds to a change
in F of 0.22 step starting from 0.05, for r = 0.2.

Fig 14 shows the energy barrier (Eq. (38)) obtained analytically as a function of

external force F taken over a large range for several values of shape potential r. For

each value of shape potential, we have the critical force Fc given by Eq. (26), thus for

r = ±0.2; Fc = 1.15, r = ±0.4; Fc = 1.62, r = ±0.5; Fc = 2.02 and r = ±0.6; Fc = 2.65.

One can observe a decreasing of the energy barrier with increasing of the external force

until it vanishes when F is equal to Fc.
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Figure 14: Illustration of energy barrier of the effective potential as a function of external
force F , for some shape potential.

II.4 Model of a particle in the on-site asymmetric well po-

tential and double-well deformable potential

In connection with SR phenomenon and to gain a good dependence of SR on shape

parameter r, let us now consider a Brownian particle of mass m with spatial posi-

tion x(t), subjected to an external periodic force F (t) = F0 + A0cos(ωt) of frequency

ω ( ω = 2π/τ , with τ which represents the period of the external force)and the ther-

mal fluctuations. We model these fluctuations as a time dependent-random force ξ(t),

whose statistical properties can be mimicked by a Gaussian white noise: ⟨ξ(t)⟩ = 0

and ⟨ξ(t)ξ(t′)⟩ = 2γTδ(t − t′) where the medium temperature T is in units of the Boltz-

mann constant kB. We model these fluctuation as a time dependent-random force ξ(t),

whose statistical properties can be mimicked by a Gaussian white noise: ⟨ξ(t)⟩ = 0 and

⟨ξ(t)ξ(t′)⟩ = 2γTδ(t− t′) where the medium temperature T is in units of the Boltzmann

constant kB. At the same time the substrate potential exerts on the moving particle a
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frictional force fd proportional to the particle’s velocity; fd = −γv, where γ is the fric-

tion coefficient. We now assume that the Brownian particle moves in a force field with

asymmetric deformable potential (ASDP) energy on the one part, and on the other hand

with double-well deformable potential (DWDP) energy introduced by Remoissenet and

Peyrard. The general expression of these potentials is given as,

U (x, r) = A (r)
1 + e cosx

[1 + r2 + 2r cos (x/m)]p
(40)
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Figure 15: Illustration of the asymmetric deformable potential (ASDP) for the values of
r = 0.1 (a), r = 0.4 (b) and r = 0.8 (c) with U0 = 1. The shape potential depends on the
parameter r.

• ASDP is obtained for A(r) = U0(1 − r2)2, m = p = 2, e = −1 and 0 < r < 1,

illustrated in Fig 15 for various values of r. This potential presents two successive

wells which are not same with, respectively, a flat and sharp bottom.

• DWDP is obtained for A(r) = U0(1 − r)4, m = p = 2, e = 1 and 0 < r < 1, plotted

in Fig 16 for various values of r. Inside one well, there is the sub-wells, what can

support the intra-well dynamics of the particle.

To model the dynamics of these systems, we utilize the Newton-Langevin equation.

Therefore, the Langevin equation corresponding of these both systems is given by:
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m
d2x

dt2
= −γ

dx

dt
− ∂U (x, r)

∂x
+ F0 + A0cos(ωt) + ξ (t) . (41)
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Figure 16: Illustration of the double-well deformable potential (DWDP) for the values
of r = 0.1 (a), r = 0.4 (b) and r = 0.8 (c) with U0 = 1. The shape potential depends on
the parameter r.

II.5 Model of N -coupled particles in a particular case of

the RP potential

Researches on the discrete Sine-Gordon lattice have been a surge of interest recently

since it can be used to model many physical system, such as dislocations, magnetic and

ferromagnetic domain walls, spin and charge-density wave, and arrays of Josephson

junction [112, 113]. The coupling mechanism of the discrete Sine-Gordon chain is gener-

ally nonlinear (anharmonic). For a chain of atoms or molecules, the coupling law may

be the Lenard-Jones, Toda or Morse [114]. For a DNA chain, the coupling of the helices

and base pairs are complicated rotator interactions. In the discussions of antiferroelec-
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tric liquid crystals, the coupling mechanism of dipoles and layers is also the sinusoidal

form [115]. The non-convex coupling cases are more interesting than the convex cases.

(a) (b)

Figure 17: Models of N particles coupled sinusoidally by nonlinear spring in a particular
case of RP.

Noise can enhance a system’s internal coherence (stochastic resonance) or damage it

(stochastic anti-resonance). In order to study the SR, SAR, also to analyse the influence

of coupling, chain size, and briefly the frequency on SR, we consider N Brownian par-

ticles sinusoidally coupled as illustrated in Fig 17(a) and 17(b), moving unidirectionally

in a force field with potential energy U(x) = 1 − u0sin(x). Each particle has a mass mi

(i = 1, 2, ..., N ) and is also subjected to an external periodic force F (t) = F0cos(ωt) of fre-

quency ω. Indeed, each particle moving through the fluid is acted on by frequent and un-

correlated momentum impulse arising from the thermal motion of the fluid. We model

these fluctuation as a time dependent-random force ξi(t), whose statistical properties

can be mimicked by a Gaussian white noise: ⟨ξi(t)⟩ = 0 and ⟨ξi(t)ξi(t′)⟩ = 2λTδ(t − t′)

where the medium temperature T is in units of the Boltzmann constant kB. Let xi(t) be

the coordinates of these particles. At the same time the fluid exerts on the moving of

each particle a frictional force fd proportional to the particle’s velocity; fd = −λvi, where

λ is the friction coefficient. In this system first and last particles are not connected each

other, thus for the first particle, the interaction force between the nearest neighbours is

defined as

Fint1 = k (1 + ε sin (x1 − x2)) (x1 − x2) (42)

the interaction force between the nearest neighbours for the intermediate particles
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(i = 2, ..., N − 1) is given as

Finti = k (1 + ε sin (xi − xi−1)) (xi − xi−1) + k (1 + ε sin (xi − xi+1)) (xi − xi+1) (43)

the interaction force between the nearest neighbours for the last particle is given as,

FintN = k (1 + ε sin (xN − xN−1)) (xN − xN−1) (44)

Using the fundamental relation of dynamics, the equations of motion of the N parti-

cles can be described by the following system of the Langevin equations,



m1ẍ1 + λẋ1 − u0 cos (x1) + k (1 + ε sin (x1 − x2)) (x1 − x2) = F0 cos (ωt) + ξ1 (t)

i = 2, 3, ...., N − 1

miẍi + λẋi − u0 cos (xi) + k (1 + ε sin (xi − xi−1)) (xi − xi−1)

+k (1 + ε sin (xi − xi+1)) (xi − xi+1) = F0 cos (ωt) + ξi (t)

mN ẍN + λẋN − u0 cos (xN) + k (1 + ε sin (xN − xN−1)) (xN − xN−1) = F0 cos (ωt) + ξN (t)

(45)

The coupling strength is represented by the parameters k which is the linear part

and ε the non-linear part, if ε = 0, one finds the usual linear coupling. The interac-

tion force resulting from local interaction between adjacent particles in coupled chain

derived from the interaction part of the inner energies. Similar interaction can be ob-

served in a PT (parity-time) symmetry model [116] where the polarization angle of the

motion in the top chain of the double Frenkel-Kontorova (FK) chains determines the

relative strength of the couplings. A sinusoidal coupling has also been considered ex-

tensively in terms of the so-called sine-lattices [117, 118, 119, 120], which represent, e.g.,

base-rotator models of the DNA double helix [121]. Sinusoidal coupling has also been

considered for Josephson junction array [122]
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II.6 Numerical method for stochastic differential equations

As the analytical methods cannot be used, we frequently deal with the numerical

methods. Generally put forward in Physics in order to resolve the differential equations

modelling the dynamics of the complex systems. These methods have also allowed to

obtain a better understanding of the Physical problems or phenomena. The one of these

methods is the fourth order Runge-kutta for stochastic differential equation which is the

most common method to make a numerical integration.

II.6.1 Fourth order Runge-kutta (RK4) for stochastic equation: Kasdin

algorithm

To solve the stochastic differential equations, we introduce an implementation of

the fourth-order Runge-Kutta (RK4) algorithm developed by Kasdin [123]. This method,

probably easy to implement is known for its performance. By implementing this method,

we must first separate the one variable equation with second order derivatives into two

variable equations with first order derivatives.

Ẋ = F (X, t) + ξ(t) (46)

Where X and F (X, t) are the vectors.

 ẋ = v

v̇ = − γ

m
− 1

m

∂V (x, r, t)

∂x
+

ξ(t)

m

(47)

where ẋ = v and v̇ = ẍ are used to reduce the derivative order of the equation. Now,

we can use vectors X , F (X, t), and ξ(t) with two elements each to describe the variables

of the equation sets.

Assuming that the value of Xk =

 x

v

 is known at time step tk, through fourth-

step calculation, the value of Xk+1 at time tk+1 is given by the relation
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Xk+1 = Xk + α1K1 + ...+ αnKn (48)

where the Kj coefficients are

K1 = hF (Xk, tk) + h(Dq1)
1/2

 0

r1

 , (49)

Kj = hF

(
Xk +

j−1∑
i=1

αjiKi, tk + hcj

)
+ h(Dqj)

1/2

 0

rj

 , (50)

with h the time step, D = 2mkBT
h

, j = 1...n. For n = 4 we obtain the fourth order

algorithm, and r is sampled by standard Gaussian distribution with zero mean value

and a variance of 1. The coefficients aji, αj and qj are constant coefficients whose the

values are given in table 1, and cj =
j−1∑
i

aji.

Table 1: Fourth-order, time-varying RK coefficients [123].
coefficients value
α1 0.25001352164789
α2 0.67428574806272
α3 - 0.00831795169360
α4 0.08401868181222
a21 0.66667754298442
a31 0.63493935027993
a32 0.00342761715422
a41 - 2.32428921184321
a42 2.69723745129487
a43 0.29093673271592
q1 3.99956364361748
q2 1.64524970733585
q3 1.59330355118722
q4 0.26330006501868
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II.6.2 Production of random number sequences: Box-Muller transfor-

mation

For a stochastic equation, we need to generate Gaussian random variables. this is

frequently realized in the simulation described above from a transformation created in

1958 by Georges Edward Pelham Box and Mervin Edgar Muller [124]. This transforma-

tion states that if y1 and y2 are two independent random variables uniformly distributed

between 0 and 1, then the variables:

z1 =
√
−2 ln(y1)cos(2πy2) (51)

z2 =
√
−2 ln(y1)sin(2πy2) (52)

are the Gaussian random variables, each one having a zero mean and a variance

equal to unity.

II.6.3 Computation of Hysteresis loop area and input energy distribu-

tion

In order to examine the SR in our different models, we use the hysteresis loop area

(HLA) which is a powerful indicator of stochastic resonance in the systems. HLA is

equivalent to the input energy lost by the system to the environment per period to ex-

ternal force F (t). As the system is underdamped, the energy is continually dissipated to

the environment to which the system is in contact at given temperature. The required

energy is supplied by the external field. Following the stochastic energetics formulation

of Sekimoto [125], The energy absorbed by the particle per period of the external field is

termed as input energy or work done by the field and is calculated as:

W

(
t0, t0 +

2π

ω

)
= −

∫ F(t0+ 2π
ω )

F (t0)

xdF (53)
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Using the expression of the external force, the input energy becomes,

W

(
t0, t0 +

2π

ω

)
=

∫ t0+
2π
ω

t0

x (t)ωA0 sin (ωt) dt = A (54)

where A is the magnitude of the HLA corresponding to the particle. The input energy

per period, W , averaged over an entire trajectory is

W =
1

N1

n=N1∑
n=0

W

(
2πn

ω
,
2π (n+ 1)

ω

)
(55)

The number of periods N1 of the driving force F (t) has taken equal to 105 in all the

simulation.

Since x(t) is a stochastic variable it is unreasonable to expect a sensible hysteresis

loop over a period of the field. Moreover, when averaged over the entire duration of a

trajectory, a well defined hysteresis loop x̄(F (ti)) and its area is obtained:

x̄ (F (ti)) =
1

N1

n=N1∑
n=0

x (F (nτ + ti)), (56)

for all [0 ≤ ti < τ ].

At the lowest temperature W depends very strongly on the initial conditions (x(0), v(0)).

However it is always sensible to ensemble average W over all possible initial positions

and obtain the average input energy per period ⟨W ⟩.

In the model of N -coupled particles, the input energy of each particle will be calcu-

lated as

Wi

(
t0, t0 +

2π

ω

)
=

∫ t0+
2π
ω

t0

xi (t)ωF0 sin (ωt) dt = Ai (57)

The distribution can carry important information about the system and mainly the

stochastic resonance. The values of W are different depending on whether during the

particular period of F (t), input energy has then a well-defined distribution. One can

compute the input energy distribution over ensembles with different initial position

x(0).
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II.7 Fourth-order Runge-Kutta method for ordinary dif-

ferential equations

Fourth-order Runge-Kutta (RK4) is a numerical method introduced to solve the

differential equations. Let an initial value problem be specified as follows:

ẏ = f(t, y) (58)

y(t0) = y0 (59)

Here y is an unknown function of time t, which we would like to approximate; we

are told that ẏ, the rate at which y changes, is a function of t and of y itself. At the initial

time t0 the corresponding y value is y0. The function f and the initial conditions t0, y0 are

given.

Now pick a step-size h > 0 and define

yn+1 = yn +
1

6
(k1 + 2k2 + 2k3 + k4) (60)

tn+1 = tn + h (61)

for n = 0, 1, 2, 3, ..., using

k1 = hf(tn, yn),

k2 = hf(tn +
h

2
, yn +

k1
2
),

k3 = hf(tn +
h

2
, yn +

k2
2
),

k4 = hf(tn +
h

2
, yn + k3).

(62)

Here yn+1 is RK4 approximation of y(tn+1), and th next value yn+1 is determined by

the present value yn plus the weighted average of four increments, where each increment
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is the product of the size of the interval, h, and an estimated slope specified by function

f on the right-hand side of the differential equation.

The RK4 method is a fourth-order method, meaning that the local truncation error is

on the order of 0(h5), while the total accumulated error is on the order of 0(h4).

II.8 Investigation of the Chaos

This section is devoted to discussing the variation of the largest Lyapunov exponent

(LLE). The negative sign of the LLE indicates that the phenomenon of chaos occurs. To

calculate it, we consider a small deviation from the stochastic process x(t) is noted by

δx, which satisfies the equation δẋ = J(x)δx, where J(x) is the Jacobian matrix. Thus,

the largest Lyapunov exponent can be calculated as follows,

λmax = lim
t→∞

1

t
log (∥ δx ∥) . (63)

II.9 Conclusion

This chapter has presented the mathematical formalisms whose we needed for ana-

lytical and numerical investigations. The models and the explicit form of the substrates

have been exhibited. In the goal to get the solid results and do the good analysis, the

RK4 for stochastic process (Kasdin algorithm) has clearly been described. The quanti-

ties of our interest have also been presented, even the way to calculate them. Having

all these tools, the next chapter will then be focused on the different results and their

discussions.
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CHAPTER III

RESULTS AND DISCUSSION

III.1 Introduction

In this chapter, we apply the numerical and analytical methods presented in the

previous chapter to answer the different questions around our thesis. To reach our aim,

we organize this chapter as follows: In the first we study the phenomenon of SR in

the Remoissenet-Peyrard potential. In section 2, we use the asymmetric and double-

well deformable potentials to investigate input energy, SR, input energy distribution

and probably the chaos. Section is devoted to the analysis of the SR phenomenon in the

N -coupled particles system and finally in the last section we conclude the chapter.

III.2 Stochastic resonance in the periodic Remoissenet-Peyrard

potential

In order to understand the dynamical processes of the present system, Eq (25) has

been integrated numerically from the Kasdin algorithm over a time long enough of N1+

1 periods τ with time step h = 0.01. Initial velocity ẋ(0) = 0 for all cases and the initial

position x(0) = x(t = 0) are chosen at 99 equispaced points xi, i = 1, 2, ..., 99, between 0

and 2π. The drive frequency ω = 2π
τ

(τ = 8) is chosen to be close to the natural frequency

at the bottom of the wells of the potential.
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III.2.1 Potential shape and friction coefficient dependence of the stochas-

tic resonance

The set of numerical results for several shape of the potential, which describes SR

is depicted in Fig 18 by numerically calculating Eqs (41) and (55). These figures illus-

trate the variation of the average input energy ⟨W ⟩ as a function of temperature for the

values of γ = 0.2, γ = 0.3, γ = 0.5 and for six shapes of the potential namely, r = −0.4

(Fig 18(a)), r = −0.2 (Fig 18(b)), r = 0 (Fig 18(c)), r = 0.2 (Fig 18(d)), r = 0.4 (Fig

18(e)) and r = 0.6 (Fig 18(f)). These curves increase until reaching a maximum and de-

crease gradually as the temperature increases, thus showing a signature feature of SR.

For these three values of γ each curve displays typical maximum average of the input

energy. We note that for all these values of r the phenomenon of stochastic resonance is

exhibited through the peaks. We observe from Fig 18(a) that the peaks of resonance are

less defined and the maximum value of the average input energy ⟨W ⟩max increases as γ

increases. We can also see that the same value of the average input energy is reached de-

spite the differences in the damping coefficient γ at lower temperature. The temperature

TSR of occurrence of stochastic resonance also increases with γ. The same behaviour is

observed in Fig 18(b) with the shape potential r = −0.2, but in this case the peaks of res-

onance are well-defined. When the shape parameter r increases, the peaks become more

pronounced and quite broad as reflected by Fig 18(c) and 18(d) for r = 0 and r = 0.2. The

temperature TSR increases with γ like the case of r = −0.4 but contrary on Fig 18(a), the

maximum of the average input energy ⟨W ⟩max decreases rapidly when γ increases. Let

us mention that, when the temperature T is too small (T << TSR), the switching events

become very rare; thus the inter-well transitions are hardly visible. However, beyond

T = TSR (T >> TSR), the inter-well dynamics become more frequent. Single maxima are

reached at different value of the temperature. There is, however, a remarkable difference

between the nature of motion of the particle at the temperature TSR of maximum of the

average input energy ⟨W ⟩max for different values of the shape parameter r.

In order to gain a good appreciation of the effect of the shape parameter and the
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Figure 18: Plot of ⟨W ⟩ as a function of T , for values of γ = 0.2, γ = 0.3 and γ = 0.5
for r = −0.4 (a), r = −0.2 (b), r = 0 (c), r = 0.2 (d), r = 0.4 (e), and r = 0.6 (f). Other
parameters are m = 1, U0 = 1, A0 = 0.2 and F0 = 0.1.

friction coefficient, other calculations are done for a large range of parameters γ and r.

The effect of the different shape potential on the SR as well as of the damping coefficient

is depicted in Fig 19. Therefore, for a given value of the shape parameter r, there is a

range of the parameter γ where the phenomenon of SR does not occur. For low values

of the shape parameter r (r < −0.6), SR does not occur for all parameter γ. This may

be due to the suitable choice of the other parameters of the system, m, U0, A0, F0 and in

particular to the judicious choice of the period τ of the external periodic force. The

position of the average input energy ⟨W ⟩ peaks also depends of the parameter r as

well as of the parameter γ. This dependence is shown in Fig 19(a) where the TSR is

represented as a function of the parameter γ for several shape parameters. As one can

see from Fig 19(b), when γ is high, the value of ⟨W ⟩max converges towards 0.1. It is also

noted from Fig 19(b) the reduced of SR peak when the parameter γ increases, however

for small value of γ, one can also notice a small increasing of SR peak when γ is less

than 0.2 in certain range of the parameter r. A high value of ⟨W ⟩max is obtained for low
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values of γ and when r goes to 0.2.
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Figure 19: Variation of TSR as a function of γ (a) and the variation of ⟨W ⟩max as a function
of γ (b).

For further investigation, the average input energy ⟨W ⟩ as a function of the shape pa-

rameter r is simulated using some resonance temperature TSR. This shows more clearly

the effects on ⟨W ⟩ by varying the shapes of the potential. Figure 20 shows that the high-

est value of the average input energy can be obtained for r = 0.11 with γ = 0.2. One can

see that the ⟨W ⟩ shows a maximum as a function of the shape potential r, these maxima

are obtained around r = 0.13. It is very clear from Fig 20 that the average input energy

⟨W ⟩ for the parameter γ = 0.2 is generally higher than the other values of the parameter

γ. When the shape parameter r is lower than −0.2 (r < −0.2) or higher than 0.4 (r > 0.4),

the values of the input energy ⟨W ⟩ are generally closed together.

III.3 Stochastic resonance in a periodic asymmetric and

double-well deformable substrate potential

In this section, we use the initial velocities ẋ(0) = 0 for all cases and the initial

positions x(0) are chosen between 0 and 4π. The frequency ω = 2π
τ

with τ = 8 is taken to

be close to the natural frequency at the bottom of the wells of each potential. Eq (41) is

integrated over a time long enough of N1 + 1 periods.

In order to deduce information on microscopic properties of the ASDP and DWDP
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Figure 20: Plot of the variation of ⟨W ⟩ as a function of shape potential r for T = 0.14 (a),
T = 0.24 (b) and T = 0.4 (c). Other parameters are m = 1, U0 = 1, A0 = 0.2 and F0 = 0.1.

systems from the observed dynamics of the particle, we focus our attention on the occur-

rence of the phenomena of the SR. System can achieve each dynamics by taking various

values of the system parameters F0, γ, A0 and ω. In the following, we present the results

of our numerical calculations and analyze how the particle trajectories in the ASDP and

DWDP systems from mean residence time, and hence the input energy and the input

energy distribution, are affected by the shape parameter r. We examine the occurrence

of SR in the ASDP and DWDP models.
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Figure 21: Mean residence time τMR of the particle in the initial well for ASDP system (a)
and double well for DWDP system (b) as a function of T when r = 0.3. Other parameters
are m = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.
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Figure 22: Trajectories x(t) versus time t for ASDP model and for r = 0.3 at various
values of the temperature. Other parameters are m = 1, U0 = 1, γ = 0.2 and F0 = 0.1.

One of the objectives is to deduce information on the properties of the system to

understand how the particle stays in a well before switching to another well; this refers

to mean residence time τMR. For a weak amplitude of the external force and in the

absence of noise, the motion of the particle is confined to a well or an equilibrium state.

That is, before the noise induced dynamics (or even the external force), the residence

time of the system in each well is infinite (τMR is much larger than the period). Figs

21(a) and 21(b) illustrate numerically computed τMR on each well for at set of n ∗ τ

transitions (n = 5000) as a function of the temperature T when x(0) = 0, r = 0.3 and

A0 = 0.2. At the weak values of T , there is no switching and so τMR is infinite and the

number of times that the particle jumped from initial well to another well is zero in both

the systems. At appropriate optimum noise intensity a periodic switching between the

wells take place. This noise-induced phenomenon is called SR [68, 70, 71]. In each of

these two potentials, far before resonance τMR >> n/2.

At the resonance where HLA becomes maximum τMR = n/2. τMR << n/2 for far

after resonance. one can remark that τMR is non-monotonical, this is clearly explained

by the behavior of the trajectories x(t) in Fig 22, plotted for various temperatures. Where

in some case, although the particle go out of the initial well, it can return in this well

with the time. By considering the temperature T = 0, we calculate τMR for different

values of the amplitude of the external force A0. Fig 23 represents the mean residence
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Figure 23: Mean residence time in the initial well (blue circle line) while the red dot line
is the mean residence time of the particle out of the initial well as a function of amplitude
of external force A0 in the absence of noise for r = 0.3 and for the both models: (a) ASDP
, (b) DWDP (initial double well). Other parameters are m = 1, U0 = 1, γ = 0.2 and
F0 = 0.1.

time of the particle on each well (circle line) and the mean residence time out of the

initial well (dot line) computed for one period of the external force as a function of

A0 for r = 0.3. we observe that when A0 < A0s, A0s being the value of A0 at which

switching starts, the mean residence time of the particle out of the initial well (dot line)

is null whereas the mean residence time in the initial well is equal to τ . This means

that the probability to find the particle in initial well is equal to 1. We then note that

the normalized residence time (τMR/τ ) is equal to 1, this means no switching occurs

and the trajectories are intrawell in nature. One can note that the value of A0 for which

switching between wells begin strongly depends of the shape parameter as shown in

Fig 24 plotted for ASDP system.

III.3.1 Input energy and input energy distribution

Input energy

By using the relations (54) and (55), we compute the input energy W which at the

lowest temperature depends very strongly on the initial conditions (x(0), v(0)). We can

thus present an investigation of the variation of the input energy profile averaged over

a trajectory as a function of the initial positions x(0) in the ASDP and DWDP models for
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Figure 24: Mean residence time in the initial well (blue circle line) while the red dot line
is the mean residence time of the particle out of the initial well as a function of amplitude
of external force A0 in the absence of noise for r = 0.1 (a), r = 0.3 (b), r = 0.5 (c) and
r = 0.8 (d) in the ASDP model. Other parameters are m = 1, U0 = 1, γ = 0.2 and
F0 = 0.1.

several shape parameters and for a temperature T = 0.001. As a function of the shape

of the potential, W can display two or one narrow band. In the case of ASDP system,

we observe that the curves of W are confined to two narrow bands when r < 0.5, and

gradually increasing r, W makes a transition towards only one narrow band as shown

in Fig 25. However, the input energy W clearly displays two bands for r < 0.3 and one

band for r > 0.3 in the DWDP model as illustrated by Fig 26. In fact, for a shape of

potential given a band of W corresponds to a state of energy in which the particle can be

found. It has been shown in ref [35] that the two narrow bands observed on W curves

correspond to the existence of two dynamical states distinctly identified by the phase

difference between the external force and the trajectory x(t).

Table 2 shows a summary of the values of W bands for the ASDP and DWDP systems

when r is varied. The behavior of W is then controlled by the parameter r. Of course,

for both the systems, it is important to point that for the values of r where two bands
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Figure 25: Variation of the input energy W with initial positions x(0) at a temperature
T = 0.01 for ASDP system and for various values of shape parameters r. Other param-
eters are m = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

appear, the upper band gradually diminishes, then disappears and joins the lower band

as r is increased. Thereby, one can say that some states have made a transition to another

states. The shape parameter influence is then similar to the action of temperature in

thermodynamic equilibrium systems and leads to the effective reducing of the depths

of potential well. Although considering a entire space period of these systems where

both the wells are included, the behavior of W is not affected. In order to know how this

input energy is distributed in each system, in the following we examine the behavior of

input energy distribution.
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Figure 26: Variation of the input energy W with initial positions x(0) at a temperature
T = 0.01 for DWDP system and for various values of shape parameters r. Other param-
eters are m = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

Input energy distribution

The distribution can carry important information about the system and mainly the

stochastic resonance. The values of W are different depending on whether during the

particular period of F (t), input energy has then a well-defined distribution. One can

compute the input energy distribution over ensembles with different initial position

x(0). In Fig 27, the distribution of W is exhibited for various shape parameters r at a

temperature T = 0.001 for ASDP system. As we can see the peaks of P (W ) are quite

sharp. The nature of P (W ) depends of the value of r, thus P (W ) displays a bimodal dis-

tribution when r < 0.5. The height of the first peak decreases with r, this peak gradually
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Table 2: Values of W band of the ASDP and DWDP systems for various values of r.
r ASDP DWDP
0.1 0.026 ; 0.785 0.446 ; 0.716
0.2 0.007 ; 0.342 0.109 ; 0.317
0.3 0.002 ; 0.151 0.171
0.4 0.0008 ; 0.095 0.125
0.5 0.074 0.111
0.6 0.065 0.112
0.7 0.063 0.125
0.8 0.066 0.134
0.9 0.081 0.149

disappears yet to lose completely from r = 0.5. Therefore, for r > 0.4 the input energy

distribution P (W ) changes from two peaks to only one and their width increases with

r. All these peaks are exactly centred at the values of W bands. The apparition of P (W )

peaks then obeys at the behavior of W . For DWDP system, two peaks are observed

when r < 0.3, P (W ) peaks also obey at the behavior of W . Nevertheless, for r > 0.6, it is

interesting to note that, although W is consisted of only one band, P (W ) has a bimodal

nature.

Thereby there is no longer any relationship between P (W ) and W . That can be due

to weird nature of the hysteresis loops. P (W ) is uni-modal for the other values of r as

illustrated in Fig 27. When r > 0.6, In both the models, the height of the peaks non-

monotonically depends of r. These distributions can also provide many informations

about the number of state having a well-defined input energy. Notice the intrusion of W

into the negative value. The increase of negative region of P (W ) goes hand in hand with

increasing r. In both the systems the position of peaks varies along with the changing

of the shape of the potential that is because the shape parameter affects the values of the

input energy.
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Figure 27: Input energy distribution P (W ) at a temperature T = 0.01 for ASDP model
and for various values of shape parameters r. Other parameters are m = 1, U0 = 1,
γ = 0.2, A0 = 0.2 and F0 = 0.1.

III.4 Hysteresis loop area: Stochastic resonance

In order to characterize the SR phenomenon, we use the hysteresis loop whose the

area will allow to quantify it. Hysteresis loop closely resemble an ellipse. The hysteresis

loops are different for various trajectories depending on the duration of the dynamics

and shape of the potential. By numerically calculating Eqs (41) and (55), one obtains

the average input energy ⟨W ⟩ which is computed by averaging W over ensemble with

different initial positions. For several values of the shape parameters we plot in Fig

29 the variation of the average input energy ⟨W ⟩ as a function of the temperature for
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Figure 28: Input energy distribution P (W ) at a temperature T = 0.01 for DWDP model
and for various values of shape parameters r. Other parameters are m = 1, U0 = 1,
γ = 0.2, A0 = 0.2 and F0 = 0.1.

ASDP case. The curves of ⟨W ⟩ initially increase, reach a maximum, decrease until at-

tain a minimum, increase again until an other maximum and then gradually decrease

with T . ⟨W ⟩ then displays two maxima whose the energy of the first is higher. In the

literature, it is known that one maximum characterizes the phenomenon of SR, thus two

maxima cannot be only a simple SR but rather a double SR. The cooperative effect of

noise and external force does then show up. Due to finite tilting force F0 the ASDP

system illustrates two resonant temperatures for a wide range of shape parameter r.

The first peak appears at the weak temperature namely at the limit of the determinis-

tic. It has nothing to do with usual mechanical resonance, but it just associated to the
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intra-well dynamics, where less favourable conditions for transitions between wells are

realized. Thus the temperature of occurrence of this first peak is not enough to allow

to the particle to across the potential barrier. So, this peak corresponds to a frequency

resonance where the particle oscillates periodically around its initial position. Second

peak arising at higher temperature, relates to the classical SR phenomenon which is due

to the mechanism of synchronization of the periodic external force with the activated

inter-well dynamics.
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Figure 29: Variation of ⟨W ⟩ as a function of T for ASDP system and for various values of
shape parameters r. Other parameters are m = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

However, for r = 0.9, ⟨W ⟩ not exhibits two peaks of resonance but only one. In

the DWDP case the behaviour of ⟨W ⟩ is quite different from the one obtained for the

ASDP model. As displayed in Fig 30, ⟨W ⟩ exhibits a maximum as T is increased. The
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phenomenon of SR then occurs in this system for any value of r excepted for r = 0.3

where the curve of ⟨W ⟩ is monotonic. This no-appearance of SR phenomenon for r = 0.3

is certainly due to the choice of the parameter’s systems. To confirm that, let us take

γ = 0.12 in the case of r = 0.3, where SR did not occur. The system clearly defines

a peak of resonance, SR then takes place as depicted in Fig 31(a). in this model, SR

appears at lower temperatures than the ASDP system. The average input energy as well

as temperature of occurrence of the SR strongly depend of r. each of both the systems

gets the particular properties under the effects of noise and external force.
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Figure 30: Variation of ⟨W ⟩ as a function of T for DWDP system and for various values
of shape parameters r. Other parameters are m = 1, U0 = 1, γ = 0.2, A0 = 0.2 and
F0 = 0.1

Moreover, it is necessary to point that in this kind of system, there is generally com-
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petition between the phenomena such as the Chaos and the stochastic resonance for

example. What is the case for the DWDP system, for which we study the system’s state

from the Lyapunov exponent (Eq 62) which is a good indicator of Chaos in dynamical

system. For r = 0.9, one plots in Fig 31(b) the Lyapunov exponent λ as a function of the

amplitude of the external force A0. Dashed line separates the domain where the Chaos

is present (λ > 0) and the other hand where it is absent (λ < 0). Taking the values of

A0 = 0.15, 0.22 and 0.3, mainly where the Chaos is present in the system, we investigate

the variation of ⟨W ⟩ with T in Fig 32. Remark that SR appears for A0 = 0.22 and doesn’t

occur for the two others values. Thus, the Chaos is responsible of the destruction of the

SR phenomenon in the system when A0 = 0.15 and A0 = 0.3. Nevertheless it is not

enough sufficient to prohibit the SR when A0 = 0.22.
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Figure 31: Variation of ⟨W ⟩ as a function of T in the DWDP system for r = 0.3 and
γ = 0.12 (a). Evolution of Lyapunov exponent λ with A0 for r = 0.9 and γ = 0.2 (b).
Other parameters are m = 1, U0 = 1, A0 = 0.2 and F0 = 0.1.

III.5 Stochastic resonance and stochastic antiresonance in

a unidirectionally N -coupled particles in a particular

case of the RP potential

First, let us mention that the common tilted sinusoidal potential can be deduced

from Eq (24) trough a continuous deformation when the parameter r goes to zero (see
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Figure 32: plot of ⟨W ⟩ with T in the DWDP model for r = 0.9 and for the values of A0

indicated on the figure. Other parameters are m = 1, U0 = 1, γ = 0.2 and F0 = 0.1.

Fig 12(b)). We would like to point that 1−cosx and 1−sinx present a difference in phase

which does not affect the dynamics of the system. So U(x) = 1− u0sin(x) is a particular

case of the RP potential. In this section, we focus our attention on the occurrence of

the phenomena of the stochastic resonance and the stochastic antiresonance (SAR) in

the main objective to deduce information on microscopic properties of the system from

the observed dynamics of the particles. For convenience reason we use dimensionless

variables, where identical mass mi = m = 1 and u0 = 1. The system is initialised

with the particles placed at the uniform separation and their initial velocities are null

ẋi(0) = 0. The equations (45) are integrated over a time long enough of N1 + 1 periods.

III.5.1 Effect of the coupling strength k

Let us first consider that the coupling is linear ε = 0. In order to evaluate the con-

structive role of noise, we plot in Fig 33 the average input energy ⟨W 1⟩ of the first particle

for various values of k and for N = 50. Throughout Fig 33(a) plotted for a frequency

ω = 0.785, one observes that initially the curves of ⟨W 1⟩ increase with increasing T ,

reach a maximum then decrease until attain a minimum and then again increase grad-
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ually with T . This maximum displays a signature feature of the phenomenon of SR

whereas the minimum shows the SAR phenomenon. For an other frequency ω = 1 as

illustrated in Figs 33(b) and 33(c) SR disappears. Fig 33(c) is for ε = 0.1 indicating that

even for weak non-linear coupling ε, the SR phenomenon does not occur for ω = 1. The

judicious choice of the frequency is thus very important for the appearance of the SR.

The system is then able to oscillate coherently with subthreshold periodic input signals

in a wide frequency range. We therefore seek to find values of parameters k and ε such

that the system is able to oscillate coherently with sub-threshold periodic input signals

in a wide frequency range. In order to achieve our goal, we choose a frequency ω (ω = 1)

for which there is no SR without the non-linear coupling and see how the inclusion of

the non-linear coupling brings SR in the system. For that let us take ε = 0.5.
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Figure 33: Variation of ⟨W 1⟩ as a function of T for various values of k from 0.05 to 1 when
ε = 0 and ω = 0.785 (a); ε = 0 and ω = 1 (b); ε = 0.1 and ω = 1 (c). Other parameters are
F0 = 0.2, N = 50 and λ = 0.2.

Fig 34 depicts the evolution of ⟨W 1⟩ as a function of the temperature T when ε = 0.5

and for different values of the parameter k. In Fig 34(a) plotted for k = 0.05, 0.1, 0.2,

0.3 and 0.31, the curves of ⟨W 1⟩ only present a minimum when T is increased for the

values of k ≤ 0.3. However, for k = 0.31 ⟨W 1⟩ also exhibits a maximum. Therefore
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for k between 0 and 0.3 denoted by kSAR the phenomenon of stochastic antiresonance

only occurs. For the values of k = 0.32, 0.4, 0.5, 0.55, 0.59, 0.6 and 0.62 represented here

on Fig 34(b), first ⟨W 1⟩ curves start to decrease with increasing T , reach a minimum

then increase until attain a maximum when k ∈ ]0.3, 0.6[, however when k = 0.6 and

0.62 ⟨W 1⟩ only displays a maximum. This demonstrates that there is a range of k noted

kSAR+SR for which SAR and SR appear. One then notes that when k increases from the

value 0.32, it is observed that SAR disappears gradually while only the SR takes place. It

is also interesting to point that the phenomenon of SR gradually disappears and does not

occur for a certain range of k as shown in Fig 34(c). We can then more clearly notice that

the average input energies of occurrence of the SAR (⟨W 1⟩SAR) as well as SR (⟨W 1⟩SR)

increase whereas the temperature of occurrence of SAR (T1SAR
) as well as that of the SR

(T1SR
) decrease as k is increased. In Fig 34(d) and 34(e) are presented the hysteresis loop

in the plane (x1 − F ) for the temperatures T = 0.001 (Fig 34(d)), T = 0.2 (Fig 34(e))

and for several fixed values of k. The hysteresis loop size of the system increases with

k, this is in agreement with the results observed in the calculations of the areas of these

hysteresis loops.

For a more comprehensive description of the effect of k, we present the dependence

of ⟨W 1⟩ on both T and k in Fig 35(a). As one can see the increasing of k until a certain

range can reduce the constructive effect of the noise. What explains the fact that there

exists the values of k which destabilise systematically the occurrence of SR and SAR.

This may be due to the apparition of a new phenomenon in the system for this range

of k which will come to destroy the SR and SAR phenomena. We observe from Fig

35(a) that the position of the ⟨W 1⟩ peaks and the minima of ⟨W 1⟩ crucially depend on

the parameter k. These dependences are exhibited in Fig 35(b) in which T1SR
and T1SAR

are displayed as a function of the parameter k. We can also observed the evolution of

⟨W 1⟩SR and ⟨W 1⟩SAR when k is increased as presented in Fig 35(c). Where it is noted

that the increasing of the parameter k amplifies the maximum and the minimum of

⟨W 1⟩. Furthermore, T1SR
and T1SAR

as well as ⟨W 1⟩SR and ⟨W 1⟩SAR are found to depend

non-linearly on k.
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Figure 34: Variation of ⟨W 1⟩ as a function of T for several fixed values of k and for
ε = 0.5. Hysteresis loop in the plane (x1, F ) for four values of k indicated on figure and
for T = 0.001 (fig 32(d)), T = 0.2 (fig 34(e)). Other parameters are ω = 1, F0 = 0.2,
N = 50 and λ = 0.2.

We numerically computed the response of the last particle denoted as ⟨WN⟩ for the

particular values of k indicated in Fig 36(a). In this figure ⟨WN⟩ illustrates different

kind of dependence on the parameter k. We see that ⟨WN⟩ only displays SAR when

k = 0.2 whereas for k = 0.62 only SR is exhibited, however for k = 0.5 both SR and SAR

occur but for k = 0.7 none of the two phenomena is not occurred. For several values

of k we plot in Fig 36(b) the temperatures TNSR
and TNSAR

then in Fig 36(c) ⟨WN⟩SR

and ⟨WN⟩SAR. Observe that ⟨WN⟩SR and ⟨WN⟩SAR behave almost the same way than

⟨W 1⟩SR and ⟨W 1⟩SAR. That is not the case with the temperatures at which SR and SAR

occur. To understand the general behaviour of the system, we examine the mean value

⟨Wm⟩ of the average input energies of all particles as a function of T for the values of k

used in Fig 37.

Throughout Fig 37(a), one notices that for each value of the linear parameter k the

phenomena of SR and SAR occur but with the amplitudes very lower than the one’s

obtained with the first and last particle. Point out that although SR and SAR does not

occur for the first and last particle when k = 0.7, we notice that they occur through
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Figure 35: Dependence of ⟨W 1⟩ on the parameter k and temperature T (a), plot of the
variation of T1SR

and T1SAR
as a function of k (b) and variation of ⟨W 1⟩SR and ⟨W 1⟩SAR

as a function of k (c). Other parameters are ω = 1, ε = 0.5, F0 = 0.2, N = 50 and λ = 0.2.
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Figure 36: ⟨WN⟩ as a function of T for the values of k = 0.2, 0.5, 0.62 and 0.7 (a), plot
of the variation of TNSR

and TNSAR
as a function of k (b) and variation of ⟨WN⟩SR and

⟨WN⟩SAR as a function of k (c). The parameters are the same as for Fig 33.

the system. The efficiency η which is the ratio of the dissipated power associated with

the directed motion of the particles against friction, and the input power from the time-

periodic forcing is investigated as in ref [10]. We plot in Fig 37(b) the variation of η as a

function of the temperature T for the same values of k used in Fig 37(a). As one can see,

η exhibits the peaks and the minima as the case of the mean value ⟨Wm⟩. We also note a

similarity on the position on these peaks and these minima.

III.5.2 Effect of the chain size N

Having established the interdependence between coupling and phenomena of SR

and SAR. In this section we turn our attention on the effect of the chain size for a value of

k = 0.58 where SR and SAR phenomena are observed. In order to explore the significant

influence of the number of particles N on the average input energy ⟨W 1⟩ of the first
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Figure 37: plot of the mean ⟨Wm⟩ (a) and the efficiency η (b) as a function of T for the
values of k indicated on the figure. The parameters are the same as for Fig. 33.

particle, one plots in Fig 38 the variation of ⟨W 1⟩ as a function of the temperature T for

several sizes of the chain. Fig 38(a) illustrates a typical curve for a given value of N ,

in each of the cases, it can be seen that there is two extrema for which ⟨W 1⟩ takes its

minimum value and the other where ⟨W 1⟩ is maximal. This shows that the output of

the system has a non-trivial dependence on its size. Then note that when T increases

⟨W 1⟩ exhibits a resonant and anti-resonant behavior. This demonstrates that the first

particle displays the SR and SAR phenomena. For too large N , the curves of ⟨W 1⟩ are

closed together. Thereby point that the depth of the minimum of ⟨W 1⟩ decreases and

moves towards its value at T = 0 when N is increased, however the maximum of ⟨W 1⟩

increases with N until reaches the saturation. Also remark that The temperature T1SAR
at

which SAR occurs, decreases very weakly when N is increased whereas T1SR
decreases

more rapidly.

In order to gain a good appreciation of the effect of the number of particles N , we

depict the dependence of ⟨W 1⟩ on the number of particles N and the temperature T in

Fig 38(b). The position of the minima and peaks of energy ⟨W 1⟩ depend of N . This

dependence is shown in Fig 39(a) where TSR and TSAR are represented as a function

of N . The amplitudes of these minima and these peaks also strongly depend of N as

illustrated in Fig 39(b).
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Figure 38: plot of ⟨W 1⟩ as a function of T for several values of N (a) and Dependence of
⟨W 1⟩ on the number of particle N and temperature T (b). Other parameters are ω = 1,
ε = 0.5, F0 = 0.2, k = 0.58 and λ = 0.2.
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Figure 39: Variation of T1SR
and T1SAR

(a) and ⟨W 1⟩SR and ⟨W 1⟩SAR (b) as a function of
N . Other parameters are ω = 1, ε = 0.5, F0 = 0.2, k = 0.58 and λ = 0.2.

III.6 Conclusion

In this chapter, we have presented and discussed the numerical and analytical re-

sults obtained in this work. We have clearly studied the phenomenon of SR in the mod-

els described in the previous chapter. From our results, one notes that it’s very important

to consider the deformable substrate in the physical studies of the systems because the

shape parameter play a significant role on the dynamical systems. So, the main goal

of the study was to explore the occurrence of SR phenomenon in a deformable poten-

tial. We have found that the phenomenon of SR occurs in the deformable substrate and

shown that this phenomenon is strongly affected by the potential shape, chain size N as
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well as coupling. Stochastic antiresonance has also been identified and analysed in our

different results. The better summary of the obtained results is presented in the general

conclusion.
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General Conclusion

Main results

In this work, we have studied the dynamics of the particles in the deformable media

which are media more realistic in order to explore the phenomenon of stochastic reso-

nance. This phenomenon, very frequent, is nowadays the basis of many advanced tech-

nological. Our study has been made under three aspects: the case of a particle driven in

the nonsinusoidal Remoissenet-Peyrard substrate potential, the case of the N -coupled

particles in a sinusoidal substrate potential, and case of a particle in asymmetric and

double-well deformable substrate potential. The main focus concerned the influence of

the system parameters such as potential shape, coupling and chain size on stochastic

resonance. In the goal to get the solutions to the problems of the thesis, first we started

by giving a literature review on the concept of resonance in general and on stochastic

resonance in particular in chapter I. The quantities which characterize this phenomenon

and its physical definition have also been given. We have presented in chapter II, the

Langevin equations of the different aspects cited above and the numerical methods that

we have used to solve the open problems exhibited in chapter I. The corrugation de-

formable substrate potentials and the quantities of our interest such as Hysteresis loop

area and input energy have clearly been presented. Chapter III was devoted to the main

novel results that have been found in this thesis. These results were in general obtained

from the numerical simulations.

When the particle moves in the nonsinusoidal Remoissenet-Peyrard substrate poten-

tial, the occurrence of the stochastic resonance has been shown in the system through

an investigation of the hysteresis loop area. We have calculated the energy barrier and
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proven that it exists a critical force Fc at which the energy barrier vanishes. We have also

shown that the variation of the potential shape affects significantly and not trivially the

heigh of the potential barrier as well as the occurrence of SR. So, SR is evident in some

range of the shape parameter of the potential (r > −0.6), but cannot be observed in the

other range (r < −0.6). For r > −0.6, the occurrence of the SR depends on the value

of the damping coefficient γ. We have been pointed out that the position of the average

input energy peaks crucially depend on the potential shape. Even the maximum of the

average input energy generally decreases when the friction coefficient is increased.

In the asymmetric and double-well deformable substrate potentials study, we have

first analysed the dynamics of both the systems. At lowest temperature, we have been

shown that input energy depends of the initial conditions. What has allowed to find

that for each of these two substrates W can be confined to two bands and only one as

a function of r and P (W ) can have a bimodal or unimodal nature. We have found that

for ASDP model, W displays two narrow bands when r < 0.5, and only one band when

r ≥ 5. The distribution P (W ) of this input energy has a bimodal distribution when

r < 0.5 and a unimodal distribution when r ≥ 0.5. The apparition of P (W ) peaks then

obeys at the behavior of W . However, in the case of DWDP, W clearly presents two

bands for r < 0.3 and one band for r > 0.3. P (W ) gets a bimodal nature although

W displays only one band when r > 0.6. Thereby, there is no longer any relationship

between P (W ) and W in case of DWDP. After analysis, we have shown that each system

presents the SR phenomenon, we have noticed the presence of a double SR in the ASDP

model for each value of r excepted for r = 0.9. SR also occurs in the DWDP, mainly at

lowest temperature. The presence of Chaos has also been investigated in DWDP, where

we show that the Chaos affects the SR phenomenon. in fact Chaos can prohibit the

appearance of SR in the system. We have thus proven that input energy, input energy

distribution as well as SR are strongly affected by the shape potential.

For N -coupled particles in a periodic sinusoidal substrate potential, We have found

that each particle displays a particular behaviour and shown the dependence of the

coupling parameter as well as the system size on SR and SAR is analysed. We have
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shown that the variation of the coupling parameter as well as the number of particles

affect the occurrence of the SR and the SAR in the system namely the first and the last

particle. Dealing first with the first particle, we have shown that for a certain frequency ω

the increasing of the coupling can bring SR. Also found that there is a range of coupling

parameter where only SAR is observed, where both SAR and SR occur, where only SR

is observed and where neither SAR nor SR does not appear, same to the case of the last

particle. However, the mean value ⟨Wm⟩ of the average input energies of each particle

shows typical SR and SAR but with the very weak amplitudes. One has also been shown

that the increasing of the chain induces the increasing of the average input energy of

the first particle and demonstrated that there exists an optimal value of the number of

particles N for which the average input energy of the first particle reaches the saturation.

SR can be obtained in a periodic potential even for a system of complex particles.

Open problems and future directions

Many interesting results have thus been obtained in the present the-

sis. However numerous points related to this developing topic remain

unsolved, and then may be subject to future investigations.

• investigate the stochastic resonance in a deformable substrate poten-

tial with fractional derivative.

• In reality, the particle moves in two dimensions, this means that the

particle usually takes a 2D trajectory instead of a straight line path.

So, we could extend the study of stochastic resonance in a 2D de-

formable substrate potential.

• Study the interdependence between stochastic resonance and chaos
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in a future work.
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Abstract The stochastic resonance (SR) induced by periodic signal and white noises in a
periodic nonsinusoidal potential is investigated. This phenomenon is studied as a function of
the friction coefficient as well as the shape of the potential. It is done through an investigation
of the hysteresis loop area which is equivalent to the input energy lost by the system to the
environment per period of the external force. SR is evident in some range of the shape
parameter of the potential, but cannot be observed in the other range. Specially, variation of
the shape potential affects significantly and not trivially the heigh of the potential barrier in the
Kramers rate as well as the occurrence of SR. The finding results show crucial dependence
of the temperature of occurrence of SR on the shape of the potential. It is noted that the
maximum of the input energy generally decreases when the friction coefficient is increased.

Keywords Stochastic resonance · Hysteresis loop area · Noise ·
Nonsinusoidal periodic potential

1 Introduction

A particle trapped in a potential well constitutes a model useful for understanding of variety
of phenomena. It has been established that the presence of noise source in nonlinear dynam-
ical systems can induce completely new regimes that cannot be realized without noise [1,2].
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Stochastic resonance (SR) is one of the most shining and relatively simple examples of this
type of nontrivial behavior of nonlinear systems under the influence of noise. When a system
exhibits the phenomenon of SR, the response of the system to a periodic drive input signal
shows a resonant dependence on the noise level. SR has been extensively studied theoreti-
cally and experimentally around different power system due to its vast applications in many
fields. The interest of the SR problem comes from the large range of physical applications that
related to it. One can denote, for example, the electronic circuits [3], two-mode ring lasers [4],
nanomechanical systems [5], and neuronal systems [6]. Biological systems use SR to their
advantage [7] in the fact that the observations of random noise or background fluctuations
may be evidence of a source of biological randomness that could potentially be exploited for
a functional benefit [8]. This phenomenon has been demonstrated in various systems such as
systems with a single potential well [9], bistable systems [10] and more recently in periodic
sinusoidal systems [11]. Considerable progress has been made in recent years in under-
standing SR in periodic potential, but only potential with constant shape such as sinusoidal
potential has been used. In some earlier works it has been shown numerically by Reenbohn
and co-workers [12,13] that SR indeed occurs in underdamped periodic potential at higher
external frequencies. They have studied the energy absorbed by the particle per period of the
external field termed as the input energy, which present like an appropriate quantifier of SR
[14]. A recent work has been also done by Saikia et al. [15], they considered two model sys-
tems for study. In one case, the medium is considered to have uniform friction, whereas in the
other case, the friction is considered to be nonuniform. Introduction of a deformable poten-
tial in the study of SR is therefore indispensable to observe the effect of the potential shape.
However, the occurrence of SR in periodic nonsinusoidal potential has not yet been studied.

In the presentwork,we use a periodic but nonsinusoidal potential to observe the occurrence
of the phenomenon of SR.We consider a variable nonsinusoidal periodic potential introduced
some years ago in the context of the solitons [16], recently in the context of bose-Einstein
condensate [17] and in nanotribology [18,19]. This potential allows us to consider a variety
of the potential shapes. The paper is organized as follows: In Sect. 2, we introduce the model,
describe the potential and the evolution of the energy barrier. The observable used as indicator
of SR is also presented. In Sect. 3, the results of the numerical simulations are discussed and
finally in the last section we conclude the work.

2 Model and Theoretical Approach

Consider the underdampedmotionof a particle ofmassm in a periodic nonsinusoidal potential
and in a medium with friction coefficient γ . This particle is subjected to an external periodic
force F(t) = F0 + �Fcosωt . Taking into account the influence of the noise the dynamics
of the particle can be described by the Langevin equation

m
d2x

dt2
= −γ

dx

dt
− ∂V (x, r, t)

∂x
+ ξ (t) . (1)

where

V (x, r, t) = URP (x, r) − x F (t) (2)

is the effective potential of the system. In contrast to the simple sinusoidal potential, here
we deal with a periodic nonsinusoidal potential namely Remoissenet–Peyrard (RP) potential
given by [20]:
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Fig. 1 Illustration of the corrugation potential URP (x, r) for the values of shape parameter r = −0.6 (a),
r = 0 (b), r = 0.4 (c) and r = 0.6 (d), with U0 = 1. The shape potential depends on the parameter r . When
r = 0, we have a sinusoidal profile of the potential

URP (x, r) = U0 (1 − r)2
1 − cos x

(
1 + r2 + 2r cos x

) . (3)

This potential is symmetric and 2π -periodic in x , the shape of the potential is defined by the
parameter r with−1 < r < 1.U0 is a constant whichmeasures the amplitude of the potential.
The illustration of corrugation potential is given in Fig. 1. When r > 0 the nonsinusoidal RP
potential has flat bottoms separated by thin barriers (see Fig. 1d for r = 0.6), while for r < 0,
it has the shape of sharp wells separated by flat wide barriers (see Fig. 1a for r = −0.6). The
common tilted sinusoidal potential used by Reenbohn et al. [12,13] can be deduced from
Eq. (3) trough a continuous deformation when the parameter r goes to zero (see Fig. 1b). We
would like to mention that 1 − cosx and sinx present a difference in phase which does not
affect the dynamics of the system. The random fluctuations in the system are represented by
ξ(t)which satisfy the statistics: 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t ′)〉 = 2γ T δ(t−t ′)where themedium
temperature T is in units of the Boltzmann constant kB . Equation (1) may model several
physical processes such as the dynamics of a nonlinear mechanical oscillator in deformable
substrate. In the following, we use m = 1, U0 = 1, �F = 0.2, F0 = 0.1 and τ = 8.

The solution for local minimum where the particle resides xa and the transition point xb
can be determined from ∂V

∂x = 0. Other variables can be obtained from these positions such
as the energy barrier �V , the frequencies ωa and ωb which represent the frequency of the
system in the potentialminimum xa and at the top of the barrier located at xb, respectively. The
barrier between any two consecutive wells of the effective potential V disappears (�V = 0)
when the magnitude of the external field exceeds the critical force Fc. At that time switchings

123



G. D. Kenmoé et al.

2 3 4 5 6 7 8
−12

−10

−8

−6

−4

−2

0

2

position of the particle

po
te

nt
ia

l e
ne

rg
y

ΔV

ΔV = 0

(a)

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F

ΔV

r = ± 0.2
r = ± 0.4
r = ± 0.5
r = ± 0.6
r = 0

(b)

Fig. 2 Schematic illustration of the evolution of the effective potential, showing the decreasing of the energy
barrier. From top to bottom each curve corresponds to a change in F of 0.22 step starting from 0.05, for r = 0.2
(a) and illustration of the energy barrier as a function of the external force F , for several potential shapes (b)

between the potential wells are possible. A critical point xc where the barrier vanishes and

the critical force Fc can be obtained by solving equations ∂V
∂x = 0 and ∂2V

∂x2
= 0. After a few

mathematical calculations, the critical force can be deduced as:

Fc = U0
(
1 − r2

)2
sin xc

(
1 + r2 + 2r cos xc

)2 , (4)

with, xc = ± arccos
(
1+r2−√

r4+34r2+1
4r

)
is the instability point.

Figure 2a illustrates the evolution of the effective potential V as a function of the positions
x for U0 = 1. Here, the potentials clearly show the presence of an initial minimum (stable
particle position) and an initial maximum (unstable particle position). When one take the
initial value of external force F from 0.05 to critical force Fc = 1.15 corresponding to the
shape potential r = 0.2, we can see that the energy barrier�V decreases and finally vanishes
as F equals to Fc.

Assuming that when xa and xb converge to critical point (xc, Fc) the switching event
occur around the critical point (xc, Fc), so Vxx (xb, F) and Vxx (xa, F) can be obtained by
Taylor expansion around the critical point,

Vxx (xb, F) = Vxx (xc, Fc) + Vxxx (xb − xc) + VxxF (F − Fc) + 0
(
δx2

)
. (5)

However, Vxx (xc, Fc) = 0 and VxxF = 0 thus,

Vxx (xb, F) = (URP )xxx (xb − xc) , (6)

here xx indicates the second derivative with respect to x and Vxxx = (URP )xxx . The energy
barrier is defined as,

�V = V (xb, F) − V (xa, F), (7)

therefore for the determination of �V , it is important to make a Taylor expansion around
(xc, Fc) as illustrated by Dong et al. [21]:

V (x, F) = V (xc, Fc) + ∂V

∂x
(x − xc) + ∂V

∂F
(F − Fc) + ∂2V

∂x∂F
(x − xc) (F − Fc)
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+ 1

2

∂2V

∂x2
(x − xc)

2 + 1

2

∂2V

∂F2 (F − Fc)
2 + 1

2

∂3V

∂x2∂F
(x − xc)

2 (F − Fc)

+ 1

2

∂3V

∂x∂F2 (x − xc) (F − Fc)
2 + 1

6

∂3V

∂x3
(x − xc)

3 + 1

6

∂3V

∂F3 (F − Fc)
3

+ 0
(
δx4

)
. (8)

At the critical point (xc, Fc), Vx = Vxx = VFF = VxxF = VxFF = VFFF = 0, thus:

V (xb, F) = V (xc, Fc) + ∂V

∂F
(F − Fc) + 1

6

∂3V

∂x3
(xb − xc)

3 (9)

and

V (xa, F) = V (xc, Fc) + ∂V

∂F
(F − Fc) + 1

6

∂3V

∂x3
(xa − xc)

3 . (10)

By substituting (9) and (10) into (7), the expression of the energy barrier is given as follows

�V = 1

6
(URP )xxx

[
(xb − xc)

3 − (xa − xc)
3] , (11)

From (8), since
∂V (x, F)

∂x
= 0 the relationship between (Fc − F) and (xc − x) is given by

Fc − F = −1

2
(URP )xxx (x − xc)

2 . (12)

For a given F , where F < Fc, xa is smaller than xc and xb is larger than xc. Thus, we have
two relations:

xb − xc =
√

2

− (URP )xxx
(Fc − F)

1
2 , (13)

and

xa − xc = −
√

2

− (URP )xxx
(Fc − F)

1
2 . (14)

The energy barrier becomes

�V = 2
√
2

3

(− (URP )xxx
)− 1

2 (Fc − F)
3
2 . (15)

Figure 2b shows the evolution of the energy barrier obtained analytically as a function of
external force F taken over a large range for several values of shape potential r . For each
value of shape potential, we have the critical force Fc given by Eq. (4), thus for r = ±0.2;
Fc = 1.15, r = ±0.4; Fc = 1.62, r = ±0.5; Fc = 2.02 and r = ±0.6; Fc = 2.65. One
can observe a decreasing of the energy barrier with increasing external force until it vanishes
when F is equal to Fc.

Let us consider the amplitude of the periodic force F(t) to be small in the sense that
switchings between the potential wells are impossible in the absence of noise (F(t) < Fc) at
all time. The fluctuational force ξ(t) causes transitions between neighboring potential wells
with a rate given by the Kramers rate,

rK = ωaωb

2πγ
exp

(
−�V

T

)
, (16)
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where �V is the heigh of the potential barrier separating two consecutive minima given by
(15) and T is the temperature in unit of the Boltzmann constant. Without external force the
probability density of switching coincide with the Kramers rate which can permit to have the
mean switchings time for potential wells to each potential shape.

Several key quantities in the literature are used to quantify SR such as the spectral power
amplitude (SPA) [22], the signal-to-noise ratio (SNR) [23], the residence-time distribution
density of a particle in one of the potential wells [24] and the hysteresis loop area (HLA) [25].
HLA is equivalent to the input energy lost by the system to the environment per period of
the external force F(t). It is considered as an appropriate measure of SR in an underdamped
sinusoidal potential system [26]. As the system is underdamped, the energy is continually
dissipated to the environment to which the system is in contact at given temperature. The
required energy is supplied by the external field. The energy absorbed by the particle per
period of the external field is termed as input energy. This input energy is used as the index
of SR, which is defined in a period of the external force as follows [27]:

W (t0, t0 + τ) =
∫ t0+τ

t0

∂V (x(t), r, t)

∂t
dt . (17)

The first partial derivative with respect to time t of the effective potential of the system (Eq. 2)
gives ∂V

∂t = −x ∂F
∂t . In addition dF = ∂F

∂t dt and Eq. (17) can therefore become

W (t0, t0 + τ) = −
∫ F(t0+τ)

F(t0)
xdF (18)

One can then define the expression,

W (t0, t0 + τ) = −
∮

xdF = A, (19)

where A is the magnitude of the HLA. Equation (18) becomes simply,

W (t0, t0 + τ) =
∫ t0+τ

t0
x (t) ω�F sin (ωt) dt . (20)

The average input energy per period, W , averaged over an entire trajectory is

W = 1

N1

n=N1∑

n=0

W (nτ, (n + 1) τ ) = A. (21)

Using (20), Eq. (21) becomes

W = 1

N1

(∫ τ

0
x (t) ω�F sin (ωt) dt + · · · +

∫ (N1+1)τ

N1τ

x (t) ω�F sin (ωt) dt

)

. (22)

Therefore,

W = 1

N1

∫ (N1+1)τ

0
x (t) ω�F sin (ωt) dt, (23)

here N1 represent the number of periods of F(t) and has taken equal to 105 in all the
simulation.
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Since x(t) is a stochastic variable it is unreasonable to expect a sensible hysteresis loop
over a period of the field. Moreover, when averaged over the entire duration of a trajectory,
a well defined hysteresis loop x̄(F(ti )) and its area is obtained:

x̄ (F (ti )) = 1

N1

n=N1∑

n=0

x (F (nτ + ti )), (24)

for all [0 ≤ ti < τ ].
At the lowest temperatureW depends very strongly on the initial conditions (x(0), v(0)).

However it is always sensible to ensemble averageW over all possible initial conditions and
obtain the average input energy per period 〈W 〉.

3 Numerical Results

In order to understand the dynamical processes of the present system, Eq. (1) has been
integrated numerically with fourth-order Runge–Kutta algorithm for stochastic processes
developed by Kasdin [28]. Initial velocity ẋ(0) = 0 for all cases and the initial positions x(0)
are chosen at 99 equispaced points xi , i = 1, 2, ..., 99, between 0 and 2π . The drive (signal)
frequency ω = 2π

τ
(τ = 8) is chosen to be close to the natural frequency at the bottom of the

wells of the potential. We focus our attention on the phenomenon of SR. System can achieve
SR by modulating system parameters m, U0, �F , γ , F0, and r . It is assumed that the signal
amplitude of the external force is small enough that, in the absence of any fluctuation force,
it is insufficient to force a particle to move one well to another.

The set of numerical results for several shape of the potential, which describes SR is
depicted in Fig. 3. These figures illustrate the variation of the average input energy 〈W 〉 as
a function of temperature for the values of γ = 0.2, γ = 0.3, γ = 0.5 and for six shapes
of the potential namely, r = −0.4 (Fig. 3a), r = −0.2 (Fig. 3b), r = 0 (Fig. 3c), r = 0.2
(Fig. 3d), r = 0.4 (Fig. 3e) and r = 0.6 (Fig. 3f). These curves increase until reaching
a maximum and decrease gradually as the temperature increases, thus showing a signature
feature of SR. For these three values of γ each curve displays typical maximum average of the
input energy. We note that for all these values of r the phenomenon of stochastic resonance
is exhibited through the peaks. We observe from Fig. 3a that the peaks of resonance are
less defined and the maximum value of the average input energy 〈W 〉max increases as γ

increases. We can also see that the same value of the average input energy is reached at lower
temperature despite the difference value of the damping coefficient γ . The temperature TSR
of occurrence of stochastic resonance also increases with γ . The same behavior is observed
in Fig. 3b with the shape potential r = −0.2, but in this case the peaks of resonance are
well defined. When the shape parameter r increases, the peaks become more pronounced
and quite broad as reflected by Fig. 3c, d for r = 0 and r = 0.2. We notice that temperature
TSR increases with γ like the case of r = −0.4 but contrary on Fig. 3a, the maximum of the
average input energy 〈W 〉max decreases rapidly when γ increases. Let us specify that, when
the temperature T is too small (T << TSR) , the switching events become very rare; thus
the interwell transitions are hardly visible. However, beyond TSR , the interwell dynamics
become more frequent. Single maxima are reached at different value of the temperature.
There is, however, a remarkable difference between the nature of motion of the particle at
the temperature TSR of maximum of the average input energy 〈W 〉max for different values
of the shape parameter r .
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Fig. 3 Plot of 〈W 〉 as a function of T , for values of γ = 0.2, γ = 0.3 and γ = 0.5 for r = −0.4 (a),
r = −0.2 (b), r = 0 (c), r = 0.2 (d), r = 0.4 (e), and r = 0.6 (f). Other parameters are m = 1, U0 = 1,
�F = 0.2 and F0 = 0.1

In order to gain a good appreciation of the effect of the shape parameter and the friction
coefficient, other calculations are done for a large range of parameters γ and r . The effect
of the different shape potential on the SR as well as of the damping coefficient is depicted
in Fig. 4. Therefore, by giving a value of the shape parameter r , there is a range of the
parameter γ where the phenomenon of SR does not occur. For low values of the shape
parameter r (r < −0.6), SR does not occur for all parameter γ . This may be due to the
suitable choice of the other parameters of the system m, U0, �F , F0 and in particular to
the judicious choice of the period τ of the external periodic force. The position of the input
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Fig. 4 Plot of the variation of TSR as a function of γ (a) and the variation of 〈W 〉max as a function of γ (b)
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Fig. 5 Plot of the variation of 〈W 〉 as a function of shape potential r for T = 0.14 (a), T = 0.24 (b) and
T = 0.4 (c). Other parameters are m = 1, U0 = 1, �F = 0.2 and F0 = 0.1

energy 〈W 〉 peaks is also dependent on the parameter r as well as on the parameter γ . This
dependence is shown in Fig. 4a where the TSR is represented as a function of the parameter
γ for several shape parameters. As one can see from Fig. 4b, when γ is high the value of
〈W 〉max converges towards 0.1. It is also noted from Fig. 4b the reduced of SR peak when the
parameter γ increases, however for small value of γ , one can also notice a small increasing
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of SR peak when γ is less than 0.2 in certain range of the parameter r . A high value of
〈W 〉max is obtained for low values of γ and when r goes to 0.2.

For further investigation, the average input energy 〈W 〉 as a function of the shape parameter
r is simulated using some resonance temperature TSR . This shows more clearly the effects on
the input energy by varying the shape of the potential. Figure 5 shows that the highest value
of the input energy can be obtained for r = 0.11 with γ = 0.2. One can see that the input
energy shows a maximum as a function of the shape potential r , these maxima are obtained
around r = 0.13. It is very clear from Fig. 5 that the average of the input energy 〈W 〉 for the
parameter γ = 0.2 is generally higher than the other values of the parameter γ . When the
shape parameter r is lower than −0.2 (r < −0.2) or higher than 0.4 (r > 0.4), the values of
the input energy 〈W 〉 are generally closed together.

4 Conclusion

We have studied SR over a wide class of periodic nonsinusoidal systems. The analytical
prediction of the energy barrier as a function of the shape potential was shown. The variation
of the shape of the potential affect the occurrence of the SR of the system. There is a range
of shape potential where SR does not occur, in particular where r < −0.6. For r > −0.6,
the occurrence of the SR depends on the value of the damping coefficient γ . It is important
to point out that the position of the input energy peaks depend crucially on the shape of
the potential. Our results indicate that the deformed version of this model can provide some
degree of physical understanding of the SR.
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• SR and SAR in N-coupled particles in periodic sinusoidal potential.
• It is always advantageous to consider a nonlinear coupling in a system.
• Influence of the coupling on the SR and SAR phenomena.
• The apparition of SR is affected by the coupling and the choice of the frequency of the excitation force.
• Effect of the chain size on SR and SAR.
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a b s t r a c t

This work presents the characterization of stochastic resonance (SR) and stochastic an-
tiresonance (SAR) in terms of hysteresis loop area (HLA). In connection with SR and SAR
phenomena, we study the dynamics of a chain of particles coupled by nonlinear springs
in a periodic sinusoidal potential. The dependence of the coupling parameter as well as
the system size on SR and SAR is analysed. We consider the role played by the nonlinear
coupling on the SR. We show that there is a range of coupling parameter where only SAR
is observed, after this range the SR can occur, however, there also exists a range where
neither SAR nor SR appear. It is noted that the maximum and the minimum of the average
input energy increases with the coupling parameter. Also demonstrate that there exists an
optimal value of the number of particles N for which the average input energy of the first
particle reaches the saturation.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The general trendof a noise is toweaken the effect of a signal. In the year 1981, the Italian physicists Benzi, et al. [1] showed
that, in sharp contrast to this trend, a noise of suitable strength can amplify the response of aweak coherent signal in a system
with a large energy barrier. The effect of noise has been intensively investigated in nonlinear systems. Several models used
to study this significant property of noise consist of a bistable potential [2] or periodic potential [3] in which a Brownian
particle is present. This type of behaviour known under the name of phenomenon of stochastic resonance is a cooperative
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phenomenon arising from the interplay between deterministic and random dynamics in a nonlinear system wherein the
coherent response to a deterministic monochromatic signal can be enhanced by the presence of an optimal amount of noise.
When the response of the system to a periodic drive input signal exhibits a maximum dependence on the noise level, one
speaks of the phenomenon of SR. It has been largely shown to occur in electronic circuits [4], lasers [5], nanomechanical
systems [6], and neuronal systems [7] tomention a few. This phenomenon has been demonstrated in various systems such as
a vegetation ecological systemwith time delay [8] and system of coupled neurons [9]. Moreover, on the basis of a qualitative
analysis, it has been revealed in [10] that a stochastic antiresonance (SAR) can exist. It consists in that the nonlinear system
response to an input signal on the input-noise intensity is minimum rather than maximum. Stochastic antiresonance has
been found to occur in a theoretical model equation proposed for the transmission of a periodic signal mixed with a noise
through a static nonlinearity [11], squid axons model equation (Hodgkin–Huxley model equation) [12], the time evolution
of interacting qubits of quantum systems [13] and certain piece-wise linear systems [14]. One of the main characteristics
used to identify SR phenomena is the hysteresis loop area (HLA) [15]. The study of the SR phenomenon by HLA, in the
framework of nonlinear-response theory based on the input energy lost by the system to the environment per period of
the external force, has been studied by Reenbohn et al. [16]. Dan et al. [17] have also shown that the input energy is a good
quantifier of SR.

In some earlier works it has been shown by S. Scarsoglio and co-workers [18] that spatio-temporal SR indeed induces
patterns in wetland vegetation dynamics. SR and Ghost-SR have been also studied by S. Rajamani et al. [19] in a unidirec-
tionally coupled and small-world networks. The behaviour of order parameter of the system in dependence on the coupling
has been analysed in the coupled stochastic system [20]. In a recent work multiple resonance and antiresonance in the
N-coupled Duffing oscillators with nearest neighbour coupling has been done [21]. In this paper, the case of the dynamics
of N-coupled stochastic system in periodic sinusoidal potential is of our interest. We use a periodic sinusoidal potential to
explore the possibility of occurrence of SR and SAR in term of HLA and to analyse the behaviour of the efficiency which is a
conversion of the energy in the system. Our objective is twofold. First we want to show that the nonlinearity of the coupling
can bring the SR in the system. Second, we emphasize the role of the system size. The rest of paper is organized as follows:
in the next section we explain some details, the model that we have considered in this work and the numerical procedure,
while the results and discussion are presented in Section 3. Section 4 concludes the work.

2. Model and numerical procedure

Consider a chain of N particles coupled via nonlinear springs moving unidirectionally in a periodic sinusoidal potential
U(x) = −u0 sin(x) in a medium with friction coefficient λ. Each particle has a mass mi (i = 1, 2, . . . ,N) and is driven by an
external periodic force F (t) of frequencyω. Let xi(t) be the coordinates of these particles. Taking into account the force caused
by the thermal fluctuation representing the noise ξi(t) and by using the fundamental relation of dynamics, the equations of
motion of the N particles can be described by the following system of the Langevin equations⎧⎪⎪⎪⎨⎪⎪⎪⎩

m1ẍ1 + λẋ1 − u0 cos (x1) + k (1 + ε sin (x1 − x2)) (x1 − x2) = F0 cos (ωt) + ξ1 (t)
i = 2, 3, . . . .,N − 1

miẍi + λẋi − u0 cos (xi) + k (1 + ε sin (xi − xi−1)) (xi − xi−1)
+ k (1 + ε sin (xi − xi+1)) (xi − xi+1) = F0 cos (ωt) + ξi (t)

mN ẍN + λẋN − u0 cos (xN) + k (1 + ε sin (xN − xN−1)) (xN − xN−1) = F0 cos (ωt) + ξN (t) .

(1)

In this system first and last particles are not connected each other. We use dimensionless variables, where identical
mass mi = m = 1 is assigned to each particle and the amplitude of the sinusoidal potential is u0 = 1. The coupling is
represented by the parameters k which is the linear part and ε the nonlinear part, if ε = 0, one finds the usual linear
coupling. The interaction force resulting from local interaction between adjacent particles in coupled chain derived from
the interaction part of the inner energies. Similar interaction can be observed in a PT(parity-time) symmetry model [22]
where the polarization angle of the motion in the top chain of the double Frenkel–Kontorova (FK) chains determines the
relative strength of the couplings. The fluctuation forces in the system are zero-mean independent Gaussian white noises
and satisfy the following statistics: ⟨ξi(t)⟩ = 0 and ⟨ξi(t)ξi(t ′)⟩ = 2λTδ(t − t ′) i = 1, 2, . . . ,N , the temperature T is in units
of the Boltzmann constant kB. Eqs. (1) may model several physical processes such as a driven coupled mechanical oscillator
in sinusoidal substrate.

Quantities such as signal-to-noise ratio (SNR), input–output gains, cross-correlation, HLA are useful to characterize the
signature of the SR. The HLA is of our interest, although Gudyma et al. [23] have shown that it is possible the induced by
noise collapse of hysteresis loop. Following the stochastic energetics formulation of Sekimoto [24], the energy absorbed by
each particle in a period of the external field is termed as input energy or work done by the field and is calculated as

Wi

(
t0, t0 +

2π
ω

)
= −

∫ F
(
t0+

2π
ω

)
F(t0)

xidF . (2)

Using the expression of the external force, the input energy becomes,

Wi

(
t0, t0 +

2π
ω

)
=

∫ t0+
2π
ω

t0

xi (t) ωF0 sin (ωt) dt = Ai (3)
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where Ai is the magnitude of the HLA corresponding to each particle. The input energy per period, W i, averaged over an
entire trajectory is

W i =
1
N1

n=N1∑
n=0

Wi

(
2πn
ω

,
2π (n + 1)

ω

)
. (4)

The number of periods N1 of the driving force F (t) has taken equal to 105 in all the simulation. It has also been shown in
Ref. [21] that it is possible to calculate the conversion of energy called efficiency η in the system as

η =
⟨ẋ⟩2⏐⏐⟨ẋ2⟩ − T

⏐⏐ . (5)

A fourth-order Runge–Kutta algorithm for stochastic processes developed by Kasdin [25] is implemented to solve
numerically Eqs. (1). The system is initialized with the particles placed at the uniform separation and their initial velocities
are null ẋi(0) = 0. The Eqs. (1) are integrated over a time long enough of N1 + 1 periods. By numerically calculating Eqs. (3)
and (4), we obtain the average input energy ⟨W i⟩ which is computed by averaging W i over all the trajectories. We focus
our attention on the occurrence of the phenomena of the SR and the SAR in the main objective to deduce information on
microscopic properties of the system from the observed dynamics of the particles. System can achieve each dynamics by
taking various values of the system parameters F0, λ, k, ε andω. It is assumed that the signal amplitude of the external forces
is weak. Here the term weak means that in absence of noise the periodic force alone is unable to move particles from one
well to other one.

3. Results and discussion

It is noted that in the absence of noise, there exists a critical value of F = Fc at which cross-well orbits begin to occur.
However, in the absence of noise and at a value fixed F ≪ Fc the motion is confined to one well alone. But an adequate
value of the noise intensity helps to synchronize the output of the system with the external force. The system then exhibits
the behaviour similar to that of the noise free case but slightly perturbed by the noise. This type of behaviour occurs for
T < Tc , where Tc is the critical value of T at which cross-well behaviour occurs. When T just above Tc , the switching is
not periodic, particles switch irregularly and rarely between two consecutive wells. Whereas as the value of T increases
further, the switching between the wells increases. At T > Tc , almost periodic switching is observed. The periodicity of the
noise-induced oscillation of the particles is the same as the periodicity of the driving force. This is the signature of the SR.
Further increase of the noise intensity produces a loss of coherence. For sufficiently large values of T , the motion is strongly
dominated by the noise. In this case intermittent dynamics disappears and the trajectory jumps erratically between the
wells.

3.1. Effect of the parameter k

Let us first consider that the coupling is linear ε = 0. In order to evaluate the constructive role of noise, we plot in Fig. 1
the average input energy ⟨W 1⟩ of the first particle for various values of k and for N = 50. Throughout Fig. 1(a) plotted for
a frequency ω = 0.785, one observes that initially the curves of ⟨W 1⟩ increase with increasing T , reach a maximum then
decrease until attain a minimum and then again increase gradually with T . This maximum displays a signature feature of
the phenomenon of SR whereas the minimum shows the SAR phenomenon. For an other frequency ω = 1 as illustrated in
Fig. 1(b) and (c) SR disappears. Fig. 1(c) is for ε = 0.1 indicating that even for weak nonlinear coupling ε, the SR phenomenon
does not occur for ω = 1. The judicious choice of the frequency is thus very important for the appearance of the SR. The
system is then able to oscillate coherently with subthreshold periodic input signals in a wide frequency range. We therefore
seek to find values of parameters k and ε such that the system is able to oscillate coherently with sub-threshold periodic
input signals in a wide frequency range. In order to achieve our goal, we choose a frequency ω (ω = 1) for which there is no
SR without the nonlinear coupling and see how the inclusion of the nonlinear coupling brings SR in the system. For that let
us take ε = 0.5.

Fig. 2 depicts the evolution of ⟨W 1⟩ as a function of the temperature T when ε = 0.5 and for different values of the
parameter k. In Fig. 2(a) plotted for k = 0.05, 0.1, 0.2, 0.3 and 0.31, the curves of ⟨W 1⟩ only present a minimum when T
is increased for the values of k ≤ 0.3. However, for k = 0.31 ⟨W 1⟩ also exhibits a maximum. Therefore for k between 0
and 0.3 denoted by kSAR the phenomenon of stochastic antiresonance only occurs. For the values of k = 0.32, 0.4, 0.5, 0.55,
0.59, 0.6 and 0.62 represented here on Fig. 2(b), first ⟨W 1⟩ curves start to decrease with increasing T , reach a minimum then
increase until attain a maximumwhen k ∈ ]0.3, 0.6[, however when k = 0.6 and 0.62 ⟨W 1⟩ only displays a maximum. This
demonstrates that there is a range of k noted kSAR+SR for which SAR and SR appear. One then notes that when k increases
from the value 0.32, it is observed that SAR disappears gradually while only the SR takes place. It is also interesting to point
that the phenomenon of SR gradually disappears and does not occur for a certain range of k as shown in Fig. 2(c). We can
then more clearly notice that the average input energies of occurrence of the SAR (⟨W 1⟩SAR) as well as SR (⟨W 1⟩SR) increase
whereas the temperature of occurrence of SAR (T1SAR ) as well as that of the SR (T1SR ) decrease as k is increased. In Fig. 2(d)
and (e) are presented the hysteresis loop in the plane (x1− F ) for the temperatures T = 0.001 (Fig. 2(d)), T = 0.2 (Fig. 2(e))
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Fig. 1. Variation of ⟨W 1⟩ as a function of T for various values of k from 0.05 to 1 when ε = 0 and ω = 0.785 (a); ε = 0 and ω = 1 (b); ε = 0.1 and ω = 1
(c). Other parameters are F0 = 0.2, N = 50 and λ = 0.2.

Fig. 2. Variation of ⟨W 1⟩ as a function of T for several fixed values of k and for ε = 0.5. Hysteresis loop in the plane (x1, F ) for four values of k indicated on
figure and for T = 0.001 (Fig. 2(d)), T = 0.2 (Fig. 2(e)). Other parameters are ω = 1, F0 = 0.2, N = 50 and λ = 0.2.

and for several fixed values of k. The hysteresis loop size of the system increases with k, this is in agreement with the results
observed in the calculations of the areas of these hysteresis loops.

For a more comprehensive description of the effect of k, we present the dependence of ⟨W 1⟩ on both T and k in Fig. 3(a).
As one can see the increasing of k until a certain range can reduce the constructive effect of the noise. What explains the
fact that there exists the values of k which destabilize systematically the occurrence of SR and SAR. This may be due to the
apparition of a new phenomenon in the system for this range of k which will come to destroy the SR and SAR phenomena.
We observe from Fig. 3(a) that the position of the ⟨W 1⟩ peaks and the minima of ⟨W 1⟩ crucially depend on the parameter
k. These dependences are exhibited in Fig. 3(b) in which T1SR and T1SAR are displayed as a function of the parameter k. We
can also observed the evolution of ⟨W 1⟩SR and ⟨W 1⟩SAR when k is increased as presented in Fig. 3(c). Where it is noted that
the increasing of the parameter k amplifies the maximum and the minimum of ⟨W 1⟩. Furthermore, T1SR and T1SAR as well as
⟨W 1⟩SR and ⟨W 1⟩SAR are found to depend nonlinearly on k.

We numerically computed the response of the last particle denoted as ⟨WN⟩ for the particular values of k indicated in
Fig. 4(a). In this figure ⟨WN⟩ illustrates different kind of dependence on the parameter k. We see that ⟨WN⟩ only displays
SAR when k = 0.2 whereas for k = 0.62 only SR is exhibited, however for k = 0.5 both SR and SAR occur but for k = 0.7
none of the two phenomena is not occurred. For several values of kwe plot in Fig. 4(b) the temperatures TNSR and TNSAR then
in Fig. 4(c) ⟨WN⟩SR and ⟨WN⟩SAR. Observe that ⟨WN⟩SR and ⟨WN⟩SAR behave almost the same way than ⟨W 1⟩SR and ⟨W 1⟩SAR.
That is not the case with the temperatures at which SR and SAR occur. To understand the general behaviour of the system,
we examine the mean value ⟨Wm⟩ of the average input energies of all particles as a function of T for the values of k used in
Fig. 4(a). Throughout Fig. 5(a), one notices that for each value of the linear parameter k the phenomena of SR and SAR occur
but with the amplitudes very lower than the one’s obtained with the first and last particle. Point out that although SR and
SAR does not occur for the first and last particle when k = 0.7, we notice that they occur through the system. The efficiency
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Fig. 3. Dependence of ⟨W 1⟩ on the parameter k and temperature T (a), plot of the variation of T1SR and T1SAR as a function of k (b) and variation of ⟨W 1⟩SR

and ⟨W 1⟩SAR as a function of k (c). Other parameters are ω = 1, ε = 0.5, F0 = 0.2, N = 50 and λ = 0.2.

Fig. 4. ⟨WN ⟩ as a function of T for the values of k = 0.2, 0.5, 0.62 and 0.7 (a), plot of the variation of TNSR and TNSAR as a function of k (b) and variation of
⟨WN ⟩SR and ⟨WN ⟩SAR as a function of k (c). The parameters are the same as for Fig. 3.

η which is the ratio of the dissipated power associated with the directed motion of the particles against friction, and the
input power from the time-periodic forcing is investigated as in Ref. [26]. We plot in Fig. 5(b) the variation of η as a function
of the temperature T for the values of k indicated in Fig. 5(a). As one can see, η exhibits the peaks and the minima as the case
of the mean value ⟨Wm⟩. We also note a similarity on the position on these peaks and these minima.

3.2. Effect of the chain size N

Having established the interdependence between coupling and phenomena of SR and SAR. In this section we turn our
attention on the effect of the chain size for a value of k = 0.58 where SR and SAR phenomena are observed. In order to
explore the significant influence of the number of particles N on the average input energy ⟨W 1⟩ of the first particle, one
plots in Fig. 6 the variation of ⟨W 1⟩ as a function of the temperature T for several sizes of the chain. Fig. 6(a) illustrates a
typical curve for a given value of N , in each of the cases, it can be seen that there is two extrema for which ⟨W 1⟩ takes its
minimum value and the other where ⟨W 1⟩ is maximal. This shows that the output of the system has a nontrivial dependence
on its size. Then note that when T increases ⟨W 1⟩ exhibits a resonant and antiresonant behaviour. This demonstrates that
the first particle displays the SR and SAR phenomena. For too large N , the curves of ⟨W 1⟩ are closed together. Thereby point
that the depth of the minimum of ⟨W 1⟩ decreases and moves towards its value at T = 0 when N is increased, however the
maximumof ⟨W 1⟩ increaseswithN until reaches the saturation. Also remark that the temperature T1SAR at which SAR occurs,
decreases very weakly when N is increased whereas T1SR decreases more rapidly. In order to gain a good appreciation of the
effect of the number of particles N , we depict the dependence of ⟨W 1⟩ on the number of particles N and the temperature T
in Fig. 6(b). The position of the minima and peaks of energy ⟨W 1⟩ depend of N . This dependence is shown in Fig. 7(a) where
TSR and TSAR are represented as a function of N . The amplitudes of these minima and these peaks also strongly depend of N
as illustrated in Fig. 7(b).

4. Concluding remarks

In this work, we have investigated the stochastic resonance and stochastic antiresonance unidirectionally dynamics of
the N-coupled systems in periodic sinusoidal potential. Each particle displays a particular behaviour. The variation of the
coupling parameter as well as the number of particles affect the occurrence of the SR and the SAR in the system namely the
first and the last particle. Dealing first with the first particle, we have shown that for a certain frequency ω the increasing of
the coupling can bring SR. Also found that there is a range of coupling parameter where only SAR is observed, where both
SAR and SR occur, where only SR is observed and where neither SAR nor SR does not appear. That is also the case for the last
particle. However, themean value ⟨Wm⟩ of the average input energies of each particle shows typical SR and SAR but with the
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Fig. 5. Plot of the mean ⟨Wm⟩ (a) and the efficiency η (b) as a function of T for the values of k indicated on the figure. The parameters are the same as for
Fig. 3.

Fig. 6. Plot of ⟨W 1⟩ as a function of T for several values of N (a) and dependence of ⟨W 1⟩ on the number of particle N and temperature T (b). Other
parameters are ω = 1, ε = 0.5, F0 = 0.2, k = 0.58 and λ = 0.2.

Fig. 7. Variation of T1SR and T1SAR (a) and ⟨W 1⟩SR and ⟨W 1⟩SAR (b) as a function of N . Other parameters are ω = 1, ε = 0.5, F0 = 0.2, k = 0.58 and λ = 0.2.

very weak amplitudes. By exploring the behaviour of the efficiency as T is increased, one notices that the efficiency almost
behaves as ⟨Wm⟩, one can ask: Can we use the efficiency to characterize the SAR and SR phenomena? It has been also shown
that the increasing of the chain induces the increasing of the average input energy of the first particle. SR can be obtained in
a periodic potential even for a system of complex particles. Our results indicate that the form of the coupling as well as the
length of the chain can provide some degree of physical understanding of the SR and SAR.
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• SR in ASDP and DWDP systems.
• The apparition of double SR is observed in the ASDP system.
• As a function of the shape parameter, input energy can exhibit one or two narrow band.
• As a function of the shape parameter, input energy distribution can be bimodal nature.
• Chaos can destroy the SR phenomenon.
• The amplitude of the external force for which switching between wells begin strongly depends of the shape parameter.
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a b s t r a c t

In connection with stochastic resonance (SR), we study the dynamics of a particle in the
asymmetric deformable potential (ASDP) and double well deformable potential (DWDP).
The phenomenon of SR is known to occur in sinusoidal and some nonsinusoidal systems.
However, the question of the occurrence of SR in the ASDP and DWDP systems has not
been resolved. This numerical work presents the characterization of stochastic resonance
in terms of hysteresis loop area (HLA) in both the models. The average input energy
displays a double SR peak as a function of temperature in the ASDP model and one
peak of SR which occurs at weak temperature in the DWDP model. The presence of
Chaos is also investigated in DWDP system where we show that the Chaos can destroy
the SR phenomenon.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

A physical system can be constituted by a single particle. When this particle is trapped in a potential well and driven
by an external force, a variety of phenomena can be realized such as synchronization [1–4], chaos and bifurcation [5–8]
and recently vibrational resonance [9]. The effect of resonance is to produce a large vibration. Adding the noise (thermal
fluctuation force) the system can exhibit several behaviors such as negative mobility [10], diffusion [11] and stochastic
resonance (SR) [12]. The optimal periodic response of a system to an external periodic drive as a function of noise strength
is referred as stochastic resonance. The researchers of all domain and the engineers exploit this phenomenon nowadays as
an instrument for their specific purposes. This phenomenon has been experimentally observed in electronic circuits [13],
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Fig. 1. Illustration of the nonlinear deformable potentials U(x, r) as a function of x for the values of r indicated on the figure and for the two
models: (a) ASDP, (b) DWDP. The shape of the potential depends on the parameter r .

Fig. 2. Mean residence time τMR of the particle in the initial well for ASDP system (a) and double well for DWDP system (b) as a function of T
when r = 0.3. Other parameters are M = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

lasers [14], nanomechanical systems [15], and neuronal systems [16] just to mention a few. It has also been studied
in various systems such as systems with a single potential well [17], bistable systems [18], sinusoidal systems [19,20]
and more recently non-sinusoidal periodic system by Djuidje et al. [21]. Nonlinear excitation in one dimensional have
recently attracted much attention in the study of the sinusoidal confined systems. However, the deformable systems
present a particular interest in the study of some physical phenomena. In real systems, as for instance Josephson junctions,
incommensurate systems, charge-density wave condensates, or crystals with dislocations, the shape of the potential can
deviate strongly from a sinusoidal one. In this context, introducing a one-dimensional model with nonlinear periodic
deformable potential, it has recently been shown that the shape of the substrate potential is an important factor in the
modeling of physical systems [22]. These kinds of potential have already been used in the context of the solitons [23].

Most of the studies in the field of trapped particles are modeled by physical systems having a rigid shape on-site
substrate potential. Nevertheless, these systems with periodic structure, although interesting, describe realistic system
only with some approximations. To obtain a physically more realistic periodic substrate for trapped particles, the effects
of physical parameter such as temperature and pressure should be take into account. It then appears necessary to consider
the deformable character of the medium in trapped particles. In the present work, we consider the nonlinear periodic
deformable potentials which generalize three models; the Remoissenet–Peyrard potential model previously considered
in the context of SR where we have shown the effect of the shape of potential on SR [21], the asymmetric deformable
potential (ASDP) model recently introduced in the study of the vibrational resonance [24] and double well deformable
potential (DWDP) model in order to analyze the dynamics of the particle in the two last systems and to explore the
possibility of occurrence of SR in these systems. This question of SR in these systems is ours, has not yet been considered.
To attain one of our main objectives in the goal to solve the real problem around this topic, we use the hysteresis loop area
(HLA) [25,26] which is equivalent to the input energy lost by the system to the environment per period of the external
force. Several key quantities in the literature are also utilized as the appropriate measures of SR.

This paper is organized as follows: In Section 2, we introduce the theoretical models of the particle moving along
the deformable traveling-wave potentials. Present the different potentials and establish the Langevin equations which
describe the dynamic of the particle in each deformable potential models. In Section 3, the quantities of ours interest
such as the input energy and observable used as indicator of SR are displayed. We compute the mean residence time for
a variety of the potential and numerical results of the input energy of the systems. The full probability distribution of the
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Fig. 3. Trajectories x(t) versus time t for ASDP model and for r = 0.3 at various values of the temperature. Other parameters are M = 1, U0 = 1,
γ = 0.2 and F0 = 0.1.

Fig. 4. Mean residence time in the initial well (blue circle line) while the red dot line is the mean residence time of the particle out of the initial
well as a function of amplitude of external force A0 in the absence of noise for r = 0.3 and for the both models: (a) ASDP , (b) DWDP (initial double
well). Other parameters are M = 1, U0 = 1, γ = 0.2 and F0 = 0.1.

input energy of system, the stochastic resonance using the hysteresis loop area are also analyzed. Finally, our results are
summarized and concluded in Section 4.

2. Model description and numerical procedure

In this work, we consider a particle of mass M moving along a periodic deformable potential U(x, r) and in a medium
with friction coefficient γ . This particle is subjected to an external periodic force F (t) = F0 + A0 cos(ωt) and the thermal
fluctuation force ξ (t). The dynamics of the particle can be described by the Langevin equation as

M
d2x
dt2

= −γ
dx
dt

−
∂U (x, r)

∂x
+ F0 + A0 cos (ωt) + ξ (t) . (1)

The on-site dimensional potential U(x, r) represents the nonlinear periodic deformable potential generalized given in
Ref. [23]:

U (x, r) = A (r)
1 + e cos x[

1 + r2 + 2r cos (x/m)
]p (2)

where r is a shape parameter with range −1 < r < 1, A(r) is a normalizing amplitude;m, p are integers and e = ±1. When
A(r) = U0(1− r)2, m = p = 1, e = −1 and −1 < r < 1 we get the potential recently studied [20]. For A(r) = U0(1− r2)2,
m = p = 2, e = −1 and 0 < r < 1 one has an asymmetric deformable potential (ASDP), illustrated in Fig. 1(a) for various
values of r . This potential presents two successive wells which are not same with, respectively, a flat and sharp bottom.
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Fig. 5. Mean residence time in the initial well (blue circle line) while the red dot line is the mean residence time of the particle out of the initial
well as a function of amplitude of external force A0 in the absence of noise for r = 0.1 (a), r = 0.3 (b), r = 0.5 (c) and r = 0.8 (d) in the ASDP
model. Other parameters are M = 1, U0 = 1, γ = 0.2 and F0 = 0.1.

Whereas for A(r) = U0(1 − r)4, m = p = 2, e = 1 and 0 < r < 1 we obtain a double-well deformable potential (DWDP)
plotted in Fig. 1(b).

The random fluctuations in the system are represented by ξ (t) which satisfy the statistics: ⟨ξ (t)⟩ = 0 and ⟨ξ (t)ξ (t ′)⟩ =

2γ Tδ(t−t ′) where the medium temperature T is in units of the Boltzmann constant kB. Eq. (1) may model several physical
processes such as the dynamics of a nonlinear mechanical oscillator in deformable substrate. Below we use M = 1,
U0 = 1, A0 = 0.2 and F0 = 0.1. A fourth-order Runge–Kutta algorithm for stochastic processes developed by Kasdin [27]
is implemented to solve numerically Eq. (1). We take the initial velocities ẋ(0) = 0 for all cases and the initial positions
x(0) are chosen between 0 and 4π . The drive (signal) frequency ω =

2π
τ

(τ = 8) is taken to be close to the natural
frequency at the bottom of the wells of the potential. The Eq. (1) is integrated over a time long enough of N1 + 1 periods.

Quantities such as signal-to-noise ratio (SNR), input–output gains, cross-correlation, HLA are useful to characterize
the signature of the SR. The HLA is of our interest. Following the stochastic energetics formulation of Sekimoto [28], the
energy absorbed by the particle in a period of the external field is termed as input energy or work done by the field and
is calculated as

W
(
t0, t0 +

2π
ω

)
= −

∫ F
(
t0+

2π
ω

)
F(t0)

xdF (3)

Using the expression of the external force, the input energy becomes,

W
(
t0, t0 +

2π
ω

)
=

∫ t0+
2π
ω

t0

x (t) ωA0 sin (ωt) dt = A (4)
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Fig. 6. Variation of the input energy W with initial positions x(0) at a temperature T = 0.01 for ASDP system and for various values of shape
parameters r . Other parameters are M = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

where A is the magnitude of the HLA corresponding to each particle. The input energy per period, W , averaged over an
entire trajectory is

W =
1
N1

n=N1∑
n=0

W
(
2πn
ω

,
2π (n + 1)

ω

)
(5)

The number of periods N1 of the driving force F (t) has taken equal to 105 in all the simulation. In order to deduce
information on microscopic properties of the ASDP and DWDP systems from the observed dynamics of the particle, we
focus our attention on the occurrence of the phenomena of the SR. System can achieve each dynamics by taking various
values of the system parameters F0, γ , A0 and ω. In the following, we present the results of our numerical calculations
and analyze how the particle trajectories in the ASDP and DWDP systems from mean residence time, and hence the input
energy and the input energy distribution, are affected by the shape parameter r . We examine the occurrence of SR in the
ASDP and DWDP models.

3. Numerical results

One of the objectives is to deduce information on the properties of the system to understand how the particle stays
in a well before switching to another well; this refers to mean residence time τMR. For a weak amplitude of the external
force and in the absence of noise, the motion of the particle is confined to a well or an equilibrium state. That is, before
the noise induced dynamics (or even the external force), the residence time of the system in each well is infinite (τMR
is much larger than the period). Fig. 2(a) and (b) illustrate numerically computed τMR on each well for at set of n ∗ τ
transitions (n = 5000) as a function of the temperature T when x(0) = 0, r = 0.3 and A0 = 0.2. At the weak values
of T , there is no switching and so τMR is infinite and the number of times that the particle jumped from initial well to
another well is zero in both the systems. At appropriate optimum noise intensity a periodic switching between the wells
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Fig. 7. Variation of the input energy W with initial positions x(0) at a temperature T = 0.01 for DWDP system and for various values of shape
parameters r . Other parameters are M = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

take place. This noise-induced phenomenon is called SR [29–31]. In each of these two potentials, far before resonance
τMR ≫ n/2. At resonance where HLA becomes maximum τMR = n/2. τMR ≪ n/2 for far after resonance. one can remark
that τMR is nonmonotonical, this is clearly explained by the behavior of the trajectories x(t) in Fig. 3, plotted for various
temperatures. Where in some case, although the particle go out of the initial well, it can return in this well with the
time. By considering the temperature T = 0, we calculate τMR for different values of the amplitude of the external force
A0. Fig. 4 represents the mean residence time of the particle on each well (circle line) and the mean residence time out
of the initial well (dot line) computed for one period of the external force as a function of A0 for r = 0.3. we observe
that when A0 < A0s, A0s being the value of A0 at which switching starts, the mean residence time of the particle out of
the initial well (dot line) is null whereas the mean residence time in the initial well is equal to τ . This means that the
probability to find the particle in initial well is equal to 1. We then note that the normalized residence time (τMR/τ ) is
equal to 1, this means no switching occurs and the trajectories are intrawell in nature. One can note that the value of A0
for which switching between wells begin strongly depends of the shape parameter as shown in Fig. 5 plotted for ASDP
system.

3.1. Input energy and input energy distribution of the systems

3.1.1. Input energy
At the lowest temperature W depends very strongly on the initial positions x(0). We then present an investigation

of the variation of the input energy profile averaged over a trajectory as a function of the initial positions x(0) in the
ASDP and DWDP models for several shape parameters and for a temperature T = 0.001. As a function of the shape of
the potential, W can display two or one narrow band. In the case of ASDP system, we observe that the curves of W are
confined to two narrow bands when r < 0.5, and gradually increasing r , W makes a transition towards only one narrow
band as shown in Fig. 6. However, the input energy W clearly displays two bands for r < 0.3 and one band for r > 0.3
in the DWDP model as illustrated by Fig. 7. In fact, for a shape of potential given a band of W corresponds to a state of
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Fig. 8. Input energy distribution P(W ) at a temperature T = 0.01 for ASDP model and for various values of shape parameters r . Other parameters
are M = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

Table 1
Values of W band of the ASDP and DWDP systems for various values of r .
r ASDP DWDP

0.1 0.026 ; 0.785 0.446 ; 0.716
0.2 0.007 ; 0.342 0.109 ; 0.317
0.3 0.002 ; 0.151 0.171
0.4 0.0008 ; 0.095 0.125
0.5 0.074 0.111
0.6 0.065 0.112
0.7 0.063 0.125
0.8 0.066 0.134
0.9 0.081 0.149

energy in which the particle can be found. It has been shown in Ref. [20] that the two narrow bands observed on W curves
correspond to the existence of two dynamical states distinctly identified by the phase difference between the external
force and the trajectory x(t). Table 1 shows a summary of the values of W bands for the ASDP and DWDP systems when
r is varied. The behavior of W is then controlled by the parameter r . Of course, for both the systems, it is important to
point that for the values of r where two bands appear, the upper band gradually diminishes, then disappears and joins the
lower band as r is increased. Thereby, one can say that some states have made a transition to another states. The shape
parameter influence is then similar to the action of temperature in thermodynamic equilibrium systems and leads to the
effective reducing of the depths of potential well. Although considering a entire space period of these systems where both
the wells are included, the behavior of W is not affected. In order to know how the input energy is distributed in the
system, in following we examine the behavior of input energy distribution.
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Fig. 9. Input energy distribution P(W ) at a temperature T = 0.01 for DWDP model and for various values of shape parameters r . Other parameters
are M = 1, U0 = 1, γ = 0.2, A0 = 0.2 and F0 = 0.1.

3.1.2. Input energy distribution
The distribution can carry important information about the system and mainly the stochastic resonance. The values

of W are different depending on whether during the particular period of F (t), input energy has then a well-defined
distribution. One can compute the input energy distribution over ensembles with different initial position x(0). In Fig. 8,
the distribution of W is exhibited for various shape parameters r at a temperature T = 0.001 for ASDP system. As we
can see the peaks of P(W ) are quite sharp. The nature of P(W ) depends of the value of r , thus P(W ) displays a bimodal
distribution when r < 0.5. The height of the first peak decreases with r , this peak gradually disappears yet to lose
completely from r = 0.5. Therefore, for r > 0.4 the input energy distribution P(W ) changes from two peaks to only one
and their width increases with r . All these peaks are exactly centered at the values of W bands. The apparition of P(W )
peaks then obeys at the behavior of W . For DWDP system, two peaks are observed when r < 0.3, P(W ) peaks also obey
at the behavior of W . Nevertheless, for r > 0.6, it is interesting to note that, although W is consisted of only one band,
P(W ) has a bimodal nature. Thereby there is no longer any relationship between P(W ) and W . That can be due to weird
nature of the hysteresis loops. P(W ) is unimodal for the other values of r as illustrated in Fig. 9. When r > 0.6, In both the
models, the height of the peaks nonmonotonically depends of r . These distributions can also provide many informations
about the number of state having a well-defined input energy. Notice the intrusion of W into the negative value. The
increase of negative region of P(W ) goes hand in hand with increasing r . In both the systems the position of peaks varies
along with the changing of the shape of the potential that is because the shape parameter affects the values of the input
energy.

3.2. Hysteresis loop area: stochastic resonance

In this section we focus our attention on the phenomenon of stochastic resonance which is a manifestation of the
constructive role of the noise. This phenomenon requires three ingredients: a weak coherent signal, a noise source and
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Fig. 10. Variation of ⟨W ⟩ as a function of T for ASDP system and for various values of shape parameters r . Other parameters are M = 1, U0 = 1,
γ = 0.2, A0 = 0.2 and F0 = 0.1.

an energetic activation barrier. In order to characterize the SR phenomenon, we use the hysteresis loop whose the area will
allow to quantify it. Hysteresis loop closely resemble an ellipse. The hysteresis loops are different for various trajectories
depending on the duration of the dynamics and shape of the potential. By numerically calculating Eqs. (3) and (4), one
obtains the average input energy ⟨W ⟩ which is computed by averaging W over ensemble with different initial position.
For several values of the shape parameters we plot in Fig. 10 the variation of the average input energy ⟨W ⟩ as a function of
the temperature for ASDP case. The curves of ⟨W ⟩ initially increase, reach a maximum, decrease until attain a minimum,
increase again until an other maximum and then gradually decrease with T . ⟨W ⟩ then displays two maxima whose the
energy of the first is higher. In the literature, it is known that one maximum characterizes the phenomenon of SR, thus
two maxima cannot be only a simple SR but rather a double SR. The cooperative effect of noise and external force does
then show up. Due to finite tilting force F0 the ASDP system illustrates two resonant temperatures for a wide range of
shape parameter r . The first peak appears at the weak temperature namely at the limit of the deterministic. This peak has
nothing to do with usual mechanical resonance, but it just associated to the intra-well dynamics, where less favorable
conditions for transitions between wells are realized. Thus the temperature of occurrence of this first peak is not enough
to allow to the particle to across the potential barrier. Second peak arising at higher temperature, relates to the classical SR
phenomenon which is due to the mechanism of synchronization of the periodic external force with the activated inter-well
dynamics. However, for r = 0.9, ⟨W ⟩ not exhibits two peaks of resonance but only one. In the DWDP case the behavior
of ⟨W ⟩ is quite different from the one obtained for the ASDP model. As displayed in Fig. 11, ⟨W ⟩ exhibits a maximum as
T is increased. The phenomenon of SR then occurs in this system for any value of r excepted for r = 0.3 where the curve
of ⟨W ⟩ is monotonic. This no appearance of SR phenomenon for r = 0.3 is certainly due to the choice of the parameter’s
systems. To confirm that, let us take γ = 0.12 in the case of r = 0.3, where SR did not occur. The system clearly defines
a peak of resonance, SR then takes place as depicted in Fig. 12(a). In this model, SR appears at lower temperatures than
the ASDP system. The average input energy as well as temperature of occurrence of the SR strongly depend of r . each
of both the systems gets the particular properties under the effects of noise and external force. Moreover, it is necessary
to point that in this kind of system, there is generally competition between the phenomena such as the Chaos and the
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Fig. 11. Variation of ⟨W ⟩ as a function of T for DWDP system and for various values of shape parameters r . Other parameters are M = 1, U0 = 1,
γ = 0.2, A0 = 0.2 and F0 = 0.1.

Fig. 12. Variation of ⟨W ⟩ as a function of T in the DWDP system for r = 0.3 and γ = 0.12 (a). Evolution of Lyapunov exponent λ with A0 for
r = 0.9 and γ = 0.2 (b). Other parameters are M = 1, U0 = 1, A0 = 0.2 and F0 = 0.1.

stochastic resonance for example. What is the case for the DWDP system, for which we study the system’s state from
the Lyapunov exponent which is a good indicator of Chaos in dynamical system. For r = 0.9, one plots in Fig. 12(b) the
Lyapunov exponent λ as a function of the amplitude of the external force A0. Dashed line separates the domain where



Y.J. Wadop Ngouongo, G. Djuidjé Kenmoé and T.C. Kofané / Physica A 527 (2019) 121321 11

Fig. 13. Plot of ⟨W ⟩ with T in the DWDP model for r = 0.9 and for the values of A0 indicated on the figure. Other parameters are M = 1, U0 = 1,
γ = 0.2 and F0 = 0.1.

the Chaos is present (λ > 0) and the other hand where it is absent (λ < 0). Taking the values of A0 = 0.15, 0.22 and 0.3,
mainly where the Chaos is present in the system, we investigate the variation of ⟨W ⟩ with T in Fig. 13. Remark that SR
appears for A0 = 0.22 and does not occur for the two others values. Thus, the Chaos is responsible of the destruction of
the SR phenomenon in the system when A0 = 0.15 and A0 = 0.3. Nevertheless it is not enough sufficient to prohibit the
SR when A0 = 0.22.

4. Concluding remarks

We have explored SR dynamics of two deformable models namely ASDP and DWDP for which the shape of the potential
of each model is mainly defined from the shape parameter r . The mean residence time, the input energy as well as input
energy distribution have been analyzed at low temperature in these both models. Our findings indicate that in the absence
of the noise the amplitude of the external force at which the switching begin strongly depends of the potential shape. For
each of the two models, W can be confined to two bands and only one as a function of r and P(W ) can have a bimodal or
unimodal nature. For DWDP model, P(W ) gets a bimodal nature although W displays only one band when r > 0.6. We
have noticed the presence of a double SR in the ASDP model for each value of r excepted for r = 0.9. However, SR only
appears at weak temperatures in the DWDP case. Investigation of Chaos in the DWDP model for r = 0.9 is done in order to
show that the disappearance of SR in the system can be due to Chaos. It would be interesting to study the interdependence
between the Chaos and SR in the deformable systems in the goal to get some degree of physical understanding of the SR.
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