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Résumé

Dans cette thèse, nous étudions la propagation de nanoparticules à travers un débit fraction-

naire sanguin dans un tube viscoélastique. Pour cela, nous nous sommes attardés à l’influence de la

présence de particules magnétiques dans un écoulement sanguin magnétohydrodynamique à travers

un cylindre. Le fluide à l’intérieur du tube est soumis à un gradient de pression oscillant et à un

champ magnétique externe constant. La température du sang est supposée changer avec les vitesses

du sang et des particules. Egalement, la présence de nanoparticules magnétiques est considérée ainsi

que les effets de l’énergie d’activation, des radiations thermiques et d’effets vibrants. Toute l’étude est

basée sur des modèles mathématiques qui incluent des dérivés d’ordre fractionnaire selon Caputo. Les

solutions proposées pour les vitesses de particules, de sang sont assimilées au mouvement brownien

et à la thermophorèse pour la plupart, qui sont associées à celles des distributions de température

et concentration du sang qui sont tous obtenues par la combinaison des méthodes de transformation

de Laplace et de Hankel. Puis numériquement, nous utilisons les méthodes de différences finies et la

méthode de l’algorithme L1. Les résultats montrent que le champ magnétique appliqué et les effets

du paramètre d’ordre fractionnaire réduisent la vitesse du nanofluide et des nanoparticules, ce qui

affecte considérablement la température et la concentration du fluide sanguin, pour les intervalles de

temps courts et longs. Cependant, dans le cas d’intervalles de temps longs, les particules semblent être

accélérées. Il en découle que, le nanofluide à l’intérieur du tube est activé par l’effet de rotation des

particules chargées, un champ magnétique externe constant et l’énergie d’activation. Il est également

trouvé que la forme des particules et les paramètres de dérivée fractionnaire influencent significative-

ment les vitesses et le transfert de chaleur. Dans le cas de la super diffusion, la température réagit

fortement pour des valeurs élevées du paramètre fractionnaire montrant l’existence d’un seuil critique,

et une compréhension claire de l’évolution des températures et des vitesses dans les différentes zones

du tube. Ceci permettra à une meilleure observation de la dynamique des dommages au niveau des

tissus dus aux vibrations à travers les flux comme dans le cas des coagulations et du ciblage des zones

cancérigènes par les nano éléments.

Mots clés : Ecoulement sanguin, Viscosité du sang, Nanofluidique, Nanoparticules, Magnétohy-

drodynamique, Transfert de chaleur, Effets vibrants, Méthode de l’algorithme L1 .



Abstract

In this thesis, we study the propagation of nanoparticles through a fractionated blood flow in a

viscoelastic tube. For this purpose, we focused on the influence of the presence of magnetic particles

in a magnetohydrodynamic blood flow through a cylinder. The fluid inside the tube is subjected

to an oscillating pressure gradient and a constant external magnetic field. The temperature of the

blood is assumed to change with the velocities of the blood and the particles. Also, the presence

of magnetic nanoparticles is considered as well as the effects of activation energy, thermal radiation

and vibrational effects. The whole study is based on mathematical models that include fractional

order derivatives according to Caputo. The proposed solutions for particle velocities, blood velocities

are assimilated to Brownian motion and thermophores for the most part, which are associated with

those of the temperature and concentration distributions of the blood, all of which are obtained by

the combination of Laplace and Hankel transformation methods. Then numerically, we use the finite

difference methods and the L1 algorithm method. The results show that the applied magnetic field

and fractional order parameter effects reduce the velocity of the nanofluid and nanoparticles, which

significantly affects the temperature and concentration of the blood fluid, for both short and long time

intervals. However, in the case of long time intervals, the particles seem to be accelerated. It follows

that the nanofluid inside the tube is activated by the spin effect of the charged particles, a constant

external magnetic field and the activation energy. It is also found that the shape of the particles and

the fractional derivative parameters significantly affects the velocities and heat transfer. In the case

of super diffusion, the temperature reacts strongly for high values of the fractional parameter showing

the existence of a critical threshold, and a clear understanding of the evolution of temperatures and

velocities in the different zones of the tube. This will allow a better observation of the dynamics of

tissue damage due to vibrations through the flows as in the case of coagulations and the targeting of

carcinogenic areas by nano elements.

Keywords : Blood flow, Blood viscosity, Nanofluidics, Magnetic Nanoparticles, Magnetohydro-

dynamics, Heat transfer, Vibrating effects, L1-algorithm method .
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General Introduction

Nanotechnology is an ancient science that humans are constantly impacting and innovating, it

was first introduced long before the term nanotechnology was used by the American physicist and

Nobel Prize winner: Richard Feynman in 1959 [1]. The concept of nanotechnology will become more

and more important in the research community, impacting several industrial sectors: Pharmacol-

ogy, Petroleum, Communication, Astronomy etc. [2]. In the same vein, several studies have been

directed towards Bio-nanotechnology, which is a new research direction combining natural sciences

and medicine. Nanoscience studies the structure of matter at the molecular level with the aim of

innovating in the fields of manufacturing new materials, products and prototypes in the nanometer

range (10−9 m) [3]. These feats allow researchers to better interpret molecular metabolisms in the

context of the diagnosis, treatment, and prognosis of diseases and recently the coronavirus (COVID-

19). The development of nanotechnologies is therefore a challenge for the years to come. The presence

of nanoparticles in a fluid referring to the term nanofluid was first used by Choi et al. [4], which is

a study of nanoparticles in the form of metals: Cu, Ag; metal nitrides such as SiN and AlN; oxide

ceramics and PbO and CuO. Throughout our work, the basic fluid will be blood and the interaction

of the non-linear dynamics between blood and particles will be understood through the study of the

present interaction parameters of the medium. This will enable the advancement of the resolution

of cardiovascular diseases, cancer, tumour and emerging diseases by radiation, under the action of

nanoelements. These technological advances have made it possible to obtain solid particles of nano-

metric size, which reduces the risks of erosion and agglomeration in the bloodstream. This allows the

treatment of cardiovascular diseases (thrombosis, stenosis, atherosclerosis, aneurysm...), cancers and

tumours, which are diseases with a high mortality rate and whose causes and treatment are still little

known. The aim of this study is to propose and present blood flow models that will allow a better

understanding of the heat transfer, propagation velocity and concentration of nanoparticles based

on the thermophysical properties of the base fluid (blood) and the nanoparticles. It appeared that

nanofluids have thermal properties, which have been studied by several researchers such as Aaiza et

al. [5] and Lomascolo et al. [6], who experimentally demonstrated the link between thermal conduc-

tivity, concentration of the medium, shape and size of the nanoparticles: the smaller they are, the



more damage they can cause in the form of inhalation by humans.

Blood is one of the channels to reach the cellular tissues, the understanding of its speed, tem-

perature and concentration plays a very important role in some medical procedures especially in the

treatment of myalgia, fibromyalgia, contracture, as indicated by the experimental studies of Inoue et

al. [7] and Kobu [8] on the effects of infrared and ultrasonic radiations through the blood stream.

Blood is also a fluid with electrical properties that allow it to conduct current and have a magne-

tohydrodynamic aspect. In the presence of a magnetic field, its velocity tends to decrease due to the

existence of the Lorentz force, which is the product of the interaction between electric and magnetic

field [9]. This provides to the blood, the role of a Biomagnetic fluid, because the strong presence of

erythrocytes acting as magnetic particles and plasma as a carrier liquid. The erythrocytes, or red

blood cells (RBCs), carry a negative charge, which creates a magnetic field on the vessel wall, able to

influence the pulsatile character of the blood flowing inside the vessel [10,11]. This type of fluid was

studied in these decades by Kolin [12] and later by Korchevskii [13], and also the work of Shit and

Roy [14], Ogulu [15], Sankar and Hemalatha [16], Mandal [17] and Vajravelu et al. [18], which focused

on the pulsatile flow of blood through the imposition of an external magnetic field. The contribu-

tion of Sharma et al. [19] was an example in the case of stenosis. Furthermore, the magnetization

of blood can be increased by adding artificially created nanoparticles to the flow, as is usually the

case for targeted drug delivery. Specifically, this implies that biofluids can behave as ferromagnetic

fluids, this is why most of the magnetic particles frequently used in biomedicine are manganese fer-

rites (MnFe2O4), iron oxides (Fe2O3 or Fe2O4) and iron oxide particles [20], to name a few. One

of the first models to address this aspect of BFD was proposed by Haik et al. [21], who carried out

a comparative study between mathematical models of BFD and Ferrohydrodynamics (FHD). Some

numerical models have also been used to stimulate these radiation effects as the case of human breast

tumours [22,23]. Other researchers, following the example of Szasz [24], have proposed a coupling of

electromagnetic radiation and radiative heat transfer effects on cancerous tissues. These techniques

allow a slowing down of blood velocity through the use of the magnetohydrodynamic principle based

on the Lorentz force [25], and Sharma et al. [26] investigated this magnetohydrodynamic effect for

the case of an artery in the presence of stenosis. Ogulu and Bestman [15] addressed theoretically how

to treat some diseases by using the thermal radiation therapy and these heat effects. Mekheiner and

Kot [27], Majee and Shit [9], Craciunescu and Clegg [28] and Horng et al. [29] studied the behavior of

arteries during thermal therapy under the pulsatile blood flow effects. The presence of Erythrocytes

makes the blood to be a biomagnetic fluid, creates a magnetic field on the vessel wall [30,31]. Studies

on blood flow through porous vessels are receiving growing attention of researchers, owing to the

observation that appreciable changes occur in blood flow behaviour and also due to the porosity of

blood vessels. Khalid and Vafai [32] studied the role of porosity on blood flow and its impact on

temperature distribution in living biological tissues during hyperthermic treatment. Kandasamy et
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al. [33] investigated a single-walled carbon nanotube (SWCNT), alumina (Al2O3), and copper (Cu)

nanoparticles on convective mass transfer in the presence of base fluid (water) over a horizontal plate.

S. Pramanik [34] in his turn looked the effect of thermal radiation, Casson fluid and heat transfer

through an exponentially porous stretching surface. Hari R. Kataria et al. [35], Hamid Khan et al. [36]

introduce the effects of magneto-hydrodynamics through a porous medium. In 2018, S. Rama Mohan

et al. [37] have combined those ideas to come out with some results. Until now several works done

on fractional order derivative have been proposed to solve different problems in applied mathematics,

Sciences, engineering and industry. See for instance [38–40]. Bansi et al. [41] proposed the fractional

blood flow in oscillatory arteries with thermal radiation and magnetic field effects. Zhao et al. [42,43]

formulated and derived new equations governing the fractional boundary layer, which are nonlinear

coupled equations with a mixed derivative of space-time in convection terms.

In chapter 1, we would be presenting the general theory and some ideas that are basic to our current

understanding of nanoscience and nanotechnology in blood flow. A brief summary of nanostructure,

thermophysical characteristics of nanofluids and the fluid flow modeling, including the description of

diseases encountered in the vessels.

Chapter 2, describes the methodology, mathematical background and the fractional models in

the fluid flows mechanism. In this light, would be presenting the conservation laws used to derive

the continuity equation, the equations of fluid motion, and the equations describing the dynamics

in elastic vessels under the influence of magnetic field, thermal radiation, chemical reactions and

nanoparticles through the introduction of fractional order derivative models in Caputo’s sense for the

incompressible fluid case. In mathematical frame work, we present the special function, Laplace and

the Hankel method transform. Also are presented some numerical method such as, the finite difference

method (FDM), the fourth-order Runge-Kutta scheme, and the L1-algorithm method given by the

finite difference approximations of Caputo differentiation that have been used to numerically integrate

different model equations used in this thesis.

In chapter 3, we present the main results of this thesis. By generating the Navier-Stock equation

for the fluid velocity, temperature and concentration distributions. We have applied the Laplace and

Hankel method analytically by constructing many families of analytical solutions. Then, numerically

by using the finite difference method (FDM) and the FDM approximation of Caputo differentiation

for the incompressible flow in an elastic tube. We discuss the numerical analysis, where the flow

parameters and fractional order effects are comprehensively addressed in the blood viscosity, external

magnetic field, radiation and the presence of nanoparticles in the rotating nanofluid on the waveforms

of the velocity, temperature and concentration distributions of the blood. This thesis ends with a

general conclusion and provides some future directions that could be investigated.
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Chapter 1

Generality on Nanoscience and

Nanotechnology in Blood Flow

1.1 Introduction

Blood flow occurs through a well-structured system called the cardiovascular system, of which the

heart is the major organ for blood transport. The movement of blood is moved through elastic vessels

such as veins, arteries, capillaries lymphatic vessels. Blood is a liquid that is made up of more than

50% plasma, 1% leukocytes and 40% red blood cells that allow the transport of nutrients, oxygen and

many other elements that allow the proper functioning of other organs. This composition of the blood

presents many nano-elements, so multiple researches have been directed towards the application of

Biomedicine, in particular the design of nanoparticles (NPs) which are an asset for the treatment and

imaging of several diseases through the development of new materials and processes which are for the

most part in the trial phase.

In this chapter, we will firstly introduce the different structures and materials of nanoscience and

nanotechnology. Secondly, their role on blood flow and disease patterns in vessels will be presented.

Finally, the modelling of blood flow in the presence of nano-elements, will be described taken the case

of the human body.



1.2 Different structures and materials in nanoscience and nan-

otechnology

1.2.1 Nanostructures and Nanoparticules

In recent years, the nanostructure materials have been used in different disciplines allowing the ad-

vancement of nanotechnology and the understanding of researchers on physical, chemical, mechanical

and electronic properties. Leading to introduce disciplines such as nanoelectronics, nano-medicine,

nanomachinery to name a few. In the case of nano-medicine, it allows the design of biocompatible

tunneling nanotubes that can help deliver drugs to specific targets and monitor patients’ health.

Nanostructure field is also part of the creation of organic nanostructural components or organic func-

tional syntheses of medical devices such as pacemakers, implants, artificial joints etc.

The nature is full of many nano-sized particles such as blood proteins and blood cells etc., which

are around 100 nanometres in size as shown in figure (1.1).

Figure 1.1: Cell size in meters [44].

This implies that the nanomaterials produced, must be of the same scale as the organisms studied

Jeevanandam et al. [45] indicate that the interaction of nanodevices such as nanoparticles with cells

and tissues are able to perform specific tasks.

1.2.2 Nanomaterials

Nanoparticles are nanostructured materials with a dimension on the nanometer scale, such as

quantum dots with quantum effects, nanorods and nanowires, thin films and bulk materials. According

to [45], we can classify them into two categories depending on their origin: natural and synthetic.
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F Natural Nanomaterials

Their production occurs naturally either in anthropogenic activities or in biological species, allow-

ing a classification of organic and inorganic natural origin as nanomaterials. For organic nanomate-

rials, we can mention the wax crystals covering a lotus, the scales of a butter wing, blood proteins,

lipids in blood, body fat illustrated in figure (1.2).

Figure 1.2: Nanostructural components in living beings: red blood cell DNA [46].

For inorganic cases, we have among others interplanetary dust that falls on the earth about

thousands of tons per year, and also viruses, atmospheric dust. As an example of a virus, we have

the SARS-Co-V-2 strain of the current Covid-19 virus, which is currently causing a lot of damage in

the world.

F Synthetic Nanomaterials

They are found in engine exhaust, smoke, even in mechanical grinding and also in physical,

chemical and biological or hybrid methods. Also, in process engineering nanomaterials (ENMs) for

commercial use. These include sunscreens, cosmetics, tyres, and electronic items. These nanomaterials

are also used in medical diagnostics and imaging. The evolution of nanomaterial synthesis started with

the discovery of fullerene by Buckminster Fuller and continued with the graphene-based nanomaterials

described below.

a) Buckminsterfullerene

The philosopher scientist Buckminster Fuller discovered a phenomenal structure called Buckmin-

sterfullerene or fullerene, which has the soccer ball shape and this was the beginning of the evolution

of nano-scale materials. The new form of carbon (C60: buckminsterfullerene) was discovered in 1985

when the mechanism of long chain carbon molecules was understood in an experimental way, where

60 carbon atoms were produced by Kroto et al. [47]. Thus, from the pure carbon atom, the C60

particle in the form of a soccer ball like molecule was made, having a polygonal shape with 60 vertices

and 32 faces.
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Figure 1.3: Buckminsterfullerene molecule [48]

b) Nanotubes

� Case of carbon nanotube

In June 1991, Sumio Iijima discovered an extremely thin needle-like material by examining carbon

materials under an electron microscope [49]. The basic structure of these materials is graphite and

they present a tubular of sheets of carbon atoms, of dimension lower than a few nanometers and gave

the name of carbon nanotubes. Those materials will attract a large number of researchers in both the

academic and industrial worlds, enabling the promotion of future technologies and nanotechnology.

Iijima [49], reports for the first time a carbon nanotube composed of multi-walled carbon nanotubes

(MWCNTs) in the form of a honeycomb network of carbon atoms, called graphene, which is seamlessly

wound into a tubular shape. Much later, in 1993, Iijima et al. [50] discovered a single-walled carbon

nanotube (SWCNTs), whose structure has not yet been found in nature and was therefore a new type

of artificially created solid. This nanotube has a diameter of the size of a single molecule of the order

of a nanometer and a length of a few micrometers, figure (1.4) and has both solid, molecular and

hybrid behavior with unique physicochemical properties.

Figure 1.4: Carbon nanotubes single and multiple walled [51].

Carbon nanotubes exhibit remarkable electrical conductivity [52,53] while others are semiconduc-

tors and have exceptional thermal conductivity due to their structure and bond strength between

atoms.

� Case of Gallium
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Goldberger et al. [54] reported for the first time a nanomaterial initially synthesised with nanowires

from pure zinc oxide crystals on a sapphire wafer, using a process giving rise to single-crystal gallium

nitride nanotubes that he and his colleagues have dubbed "epitaxial flow". Developed by chemical

vapour deposition, they are a much more stable material than zinc oxide. Gallium nitride nanotubes

are 2 to 5 micrometres long and 30 to 200 micrometres in diameter. GaNNTs also differ in the way

the tubes are rolled up as shown in figure (1.5).

Figure 1.5: Diagram of gallium nanotube chirality [55,56].

� Case of Silicon

Emerging around the year 2000 [58], these nanoparticles with a tubular structure from silicon

atoms possess unusual physical properties that differ fundamentally from those of bulk silicon [59].

The formation process is still based on chemical vapour deposition [60], where the smallest inner

diameter is limited to tens of nanometres [61]. This formation is done by two methods, the most

common of which uses germanium, carbon or zinc oxide nanowires as matrix. Silicon, usually from

silane or silicon tetrachloride gas, is deposited on the nanowires and the core is dissolved leaving a

silicon tube [62].

c) Graphene-based nanomaterials
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Graphene is an allotrope of carbon consisting of a single layer of atoms arranged in a two-

dimensional honeycomb lattice [63], as reported by Novoselov et al. [64] in a micromechanical cleavage

method carried out for the exfoliation of highly oriented pyrolyzed graphite. It is found to be an excel-

lent conductor of heat and electricity along its plane [65], and exhibits large quantum oscillations and

significant non-linear diamagnetism. Graphene strongly absorbs light of all visible wavelengths [66],

hence its black graphite colour. More to that, a single sheet of graphene is almost transparent due to

its thinness, and is about 100 times stronger than the strongest steel of the same thickness [67, 68].

Thanks to the work of pioneers such as Andre Geim and K. Novoselov, who won the 2010 Nobel

Prize in Physics for revealing the exceptional physical properties of graphene, whose 2D monolayer

structure makes it possible to obtain several carbon allotropes that can be wound in a 0D network

(fullerenes) or in 1D nanotube or stacked in 3D graphite, as shown in figure (1.6).

Figure 1.6: Diffrent conformation of Graphene [69].

As a category of graphene, we have nanoribbon graphenes (NRGs) and nanographene. Graphenes

are promising candidates for various future applications in electronics, energy storage and conserva-

tion, also in biological labelling.

1.3 Nanofluid.

Heat transfer in fluids leads to many practical and industrial applications, including transport,

energy, air conditioning, electronics and even medicine. The advent of nanoscale materials with

specific properties has led to a great advance in the nanosciences, sparking many fields of study in

many laboratories and also to the development of fluids with novel properties. Our work on these

will be focused on nanofluids, the basic fluid of which is blood.
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1.3.1 Nanoparticles and carrier fluids

We can say that a nanofluid is a fluid carrying nanoparticles. Nanoparticles are located at the

borders between the microscopic world and the atomic or molecular world, and are being studied

a lot nowadays in both fundamental and applied science. Physicists and chemists are synthesising

them and others are trying to understand the physics of these nanometric objects, while biologists

are using them as cell markers. Thus, the most commonly used of nanoparticles to obtain nanofluids

are: aluminium oxide, aluminium, copper, copper oxide, gold, silver, carbon nanotubes, silicon,

titanium dioxide. The most commonly used base liquids are also: water, ethylene glycol EG, oils,

toluene [70,71].

As mentioned above the term nanofluid was first proposed by Choi [4] who investigated on the

effective conductivity of water-Al2O3 mixture which increases by 20% for (1-5)% volume concentration

of Al2O3. For low concentrations of 1%, a volume of carbon nanotubes increases by 150% [72], and

that of copper nanoparticles by 40% [73]. Thus, several studies have been carried out to develop

a new class of nanofluids with better mechanisms and also to develop more efficient heat transfer

fluids. Using heat exchange to improve their performance, Keblinski [74] has shown that adding

nanoparticles to a liquid increases the viscosity and therefore the pressure drop Yang [75]. The

fabrication of nanofluids requires different types of nanoparticles, namely: oxide-based nanofluids,

metal nanoparticles and those containing carbon nanotubes.

1.3.2 Oxide-based nanofluids

We can mention among others: aluminium oxide, copper oxide and titanium dioxide nanoparticles.

Massuda et al. [76] were the pioners to work on the improvement of thermal conductivity using

aluminium oxide of diameter 13 nm in water. They found a 30% improvement in conductivity at a

volume fraction of 4.3%. This study was continued by Eastman et al. [77], who used a volume fraction

of 5% in water and obtained a 30% improvement in the thermal conductivity of (Al2O3) nanoparticles

of size 33 ηm and for (CuO) of diameter 36 nm the conductivity was improved by 60%, twice than

that of Al2O3.

Lee et al. [78] used copper oxide (CuO) and aluminium oxide (Al2O3) on the base liquids: water

and ethylene glycol. The results show a 10% improvement for the nanofluid (water+Al2O3) at a

volume fraction of 4.3% and a 20% improvement for (glycol+Al2O3) at a fraction of 5%. For CuO of

diameter 18.6 ηm in water or glycol the improvement of the thermal conductivity increases linearly

with the volume fraction of the nanoparticles. The increase temperature of 34.7 ◦C pure water

corresponding to a volume fraction of 10% was observed for Al2O3 nanoparticles of diameter 36

ηm [79]. The authors revealed a 30% improvement in conductivity and proposed a relationship to

calculate it (water+Al2O3). For the case of copper oxide of diameter 29 ηm under the same conditions,
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they obtained a 52% improvement in thermal conductivity and also proposed a relationship for the

nanofluid (water+CuO).

Al2O3 and CuO nanoparticles were the most studied and easy to find in the early days of nanofluid

research. Pack and Choi [80] introduced an oxide nanoparticle: Tin dioxide (TiO2) with a diameter

of 27 ηm into water and obtained an improvement of 10.7% in thermal conductivity for 4.35% in

volume fraction. This result is lower than that obtained in the case of (water+Al2O3) under the same

conditions. Tin dioxide (TiO2) nanoparticles were also studied by Murshed et al. [81], where the

nanoparticles had spherical and cylindrical shapes. It was found that spherical nanoparticles of 15

ηm lead to a small improvement in thermal conductivity compared to cylindrical nanoparticles of 40

ηm, for volume fractions of 5% [82,71].

1.3.3 Metal nanoparticles

Metal nanoparticles such as copper (Cu), gold (Au) and silver (Ag) have higher thermal con-

ductivities than the corresponding metal oxides. Thus, in the case of copper at room temperature,

its thermal conductivity is 700 times greater than that of (oil+Cu). Theoretical studies of Xuan et

al. [83] have shown that the Hamilton-Crosser model can be used to reconcile this with experimental

results. It is found that the thermal conductivity of the nanofluid (water+Cu) increases by 75% and

that of the nanofluid (oil+Cu) increases by 45% for volume fractions between 2.5% and 7.5%. For

gold and silver, for diameters of 10-20 ηm and 60-80 ηm respectively, the studies of Pater et al. [84]

showed for the nanofluid (Au-thiolate+Toluene) at 60◦C an improvement of 8.8% for 0.011% volume

fraction. For the nanofluid (Ag+water), the thermal conductivity is lower than that for the nanofluid

(gold+water), although silver is more thermally conductive than gold. This result could be due to

the size of gold nanoparticles which are 3 to 8 times smaller than silver, Kumar et al. [85] observed

for a nanofluid (gold+water) an improvement of 20% for a volume fraction of 0.00013%.

1.4 Thermophysical characteristics of nanofluids

1.4.1 Density

The density ρnf of a homogeneous nanofluid (good dispersion of nanoparticles in the fluid) is given

by the following expression:

ρnf =

(
m

V

)

nf

=
mf +ms

Vf + Vs
=
ρfVf + ρsVs
Vf + Vs

, (1.1)

where ρ is a density, m is a mass, Vs is a volume, nf is the nanofluid index, f is the base fluid index,

s is the solid nanoparticles index. The volume fraction noted ψ, represents the ratio of the volume of
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nanoparticles to the total volume (fluid + solid) at a given temperature T.

ψ =
Solid volume

Volume of nanofluid
=

Vs
Vs + Vf

. (1.2)

The density of the nanofluid is therefore given as a function of the volume fraction as follows:

ρnf = (1− ψ)ρf + ψρs, (1.3)

1.4.2 Specific heat capacity

The mass heat capacity, formerly called mass heat or specific heat, is the heat capacity of a

material relative to its mass. It is a quantity that has the capacity to accumulate energy in the form

of heat, for a given mass, during a temperature increase. A large heat capacity means that a large

amount of energy can be stored for a relatively small temperature increase [86]. Specific heat is the

heat capacity per unit mass of a substance or a homogeneous system CP = dQ/mdT .

The specific heat of a nanofluid has been given by several researchers such as Pak et al. [80] and Xuan

et al. [87]. Throughout this study we have considered the one given by Xuan and Roetzel [87].

(ρCP )nf = ρnf (CP )nf = ρnf
Qf +Qs

(mf +ms)∆T

=
ρfVf + ρsVs
Vf + Vs

(mCP )f∆T + (mCP )s∆T

(mf +ms)∆T

=
ρfVf + ρsVs
Vf + Vs

(ρV CP )f + (ρV CP )s
(ρV )f + (ρV )s

= (ρCP )f
Vf

Vf + Vs
+ (ρCP )s

Vs
Vf + Vs

= (1− ψ)(ρCP )f + ψ(ρCP )s

Thus the nanofluid specific heat is given by:

(ρCP )nf = (1− ψ)(ρCP )f + ψ(ρCP )s, (1.4)

where (CP )nf , (CP )f and (CP )s represent the heat capacities of the nanofluid, the base fluid and the

nanoparticle respectively.

1.4.3 Thermal expansion

Thermal expansion is the variation of shape, surface area, volume and density through a change in

temperature without including phase transitions [86]. This variation is characterised by the coefficient

of thermal expansion β = −1

ρ

(
∂ρ

∂T

)

P

, also known as the coefficient of dilatability. The subscript ’P’

of the derivative indicates that the pressure is kept constant during the expansion. In order to find

the expression of this coefficient in the context of nanofluids, many researchers have used the relation

given in Eq.(1.3), which led to the following expression:

(ρβ)nf = (1− ψ)(ρβ)f + ψ(ρβ)s (1.5)
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1.4.4 Viscosity of nanofluids

Several models for the viscosity of nanofluids have been proposed in the literature, among them

the fundamental formulation of Albert Einstein in 1906, based on the assumption that energy has a

linear dependence on viscosity. Since this result is the combination of energy and work, it can be used

to determine the dissipation of this energy around a single particle in a fluid [88]. Thus, the expression

of the viscosity was found for a fluid with particles for a mixture containing dilute suspensions of fine

spherical and rigid particles.

νnf = νf (1 + 2.5ψ), (1.6)

where ψ is the volume fraction of the nanoparticles and νf the dynamic viscosity. This formulation

remains true for a low nanoparticle concentration of approximately 3% [89]. This study carried out

by Einstein has undergone many improvements among those proposed by Brinkman in 1952 [90],

νnf =
νf

(1− ψ)2.5
. (1.7)

It can be seen that for low volume fractions, Brinkman’s relation leads exactly to Einstein’s relation.

These relations do not include the effects of Brownian motion or of particle size.

Frankel and Acrivos’ etablished the relation of viscocity:

νnf = νf
9

8

( (
ψ
ψm

)1/3

1−
(
ψ
ψm

)1/3

)
, (1.8)

where ψm is the maximum concentration to be determined experimentally.

Furthermore, Lundgren 1972 proposed a formulation based on the expansion of the concentration

using the Taylor series

νnf = νf [1 + 2.5ψ +
25

4
ψ2 +O(ψ3)]. (1.9)

In our study we only used the one given by Brinkman (see Eq.(1.7)).

1.4.5 Thermal conductivity

Quantifying the increase in the thermal conductivity of nanofluids is a major scope in the study

of nanofluids, making it possible to obtain the ratio of the thermal conductivity of the nanofluid

to that of the carrier fluid, while including the characteristics related to the size and shape of the

nanoparticles. Thus, several thermal conductivity models have been developed, namely : Maxwell,

Hamilton-Crosser, Yu and Choi, Bruggeman [91].

F Maxwell model

Maxwell was interested in estimating the thermal conductivity of a fluid containing spherical

particles in suspension. He assumed that the particles have the same diameter, and the distance
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between them is relatively small, thus cancelling out the effect of mutual interaction between them

making the medium highly dilated [92]. This formulation is given by :

knf
kf

=
ks + 2kf − 2(kf − ks)ψ
ks + 2kf + (kf − ks)ψ

, (1.10)

where, knf , kf and ks are respectively the thermal conductivities of the nanofluid, the base fluid

and the solid particles.

F Hamilton-Crosser model

This model is an extension of Maxwell, considering particles of various sizes. To achieve this,

Hamilton introduces a geometric factor called sphericity (φ), which is the ratio of the surface of the

sphere having the same volume as the nanoparticles to the surface of a nanoparticle [93]. This leads

to the following expression for the thermal conductivity:

knf
kf

=
ks + (n− 1)kf − (n− 1)(kf − ks)ψ

ks + (n− 1)kf + (kf − ks)ψ
, (1.11)

where n is a factor given by: n = 3/φ.

F Yu and Choi model

Their formulation is also based on Maxwell’s, whose considerations are based on solid particles,

which are separated by a nanoscale layer. This layer acts as a thermal bridge between the base fluid

and the nanoparticles [94]. Its expression is given as :

knf
kf

=
ks + 2kf − 2(kf − ks)(1 + β)3ψ

ks + 2kf + (kf − ks)(1 + β)3ψ
, (1.12)

where β is the ratio of the thickness of the nanoscale layer to the radius of the particles.

1.4.6 Electrical conductivity

Electrical conductivity can be defined as a physical phenomenon related to the capacity of a

material or an electrolyte solution to let electric charges pass freely through a body, solid or liquid.

It is expressed in Siemens per metre (S.m−1), the higher its value, the more freely the current passes

and the more interesting it is. According to the Nernst-Einstein law, the mathematical relationship

of the electrical conductivity of a liquid or solid material is given by:

σ =
Dz2e2C

KT
, (1.13)

where, D is the diffusion coefficient of the material, z is the number of charges carried by the material,

e is the elementary charge, C is the concentration of the material, K is the Boltzmann constant, T

is the absolute temperature [95]. Conductivity is also given as a function of electrical resistivity:

σ = 1/ρ, with ρ = RA
L
, R being the electrical resistance, A the cross-sectional area and L is the length

of the material.
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When the temperature is lowered, the electrical conductivity increases in a metallic conductor.

Below a certain critical temperature, the electrical current could flow through a loop of supercon-

ducting wire with no applied power, when resistance drops to zero. Metals and plasma are materials

with high electrical conductivity, like: silver, copper, gold, aluminium, zinc, nickel, brass. One of the

best electrical conductor is silver (a metal) and for poor electrical conductivity, we have glass and

pure water [95].

The electrical conductivity of a nanofluid is given by the expression:

σnf = σf

[
1 +

3

(
σp
σf
− 1

)
ψ

(
σp
σf

+ 2

)
− ψ

(
σp
σf
− 1

)
]
, (1.14)

with σp the electrical conductivity of the particles and σf for the base fluid.

1.5 Summary table of thermophysical characteristics values.

Numerical value of the sphericity η for different shapes of nanoparticles.

Model Platelets Blades Cylinders Bricks

ψ 0.36 0.52 0.62 0.81

Table 1.1: Sphericity η for diferent shapes of nanoparticles.

Physical properties ρ (kg/m3) Cp (J/kgK) k (W/mK) σ (s/m) β ×10−5(1/K)

Blood/base fluid 1080 3500 0.59 0.6 0.18

SWCNTs 2600 425 6600 106 − 107 27

MWCNTs 1600 796 3000 50 × 106 27

Al2O3(Alumina) 3970 765 40 35× 106 0.85

TiO2(Tin) 4250 686.2 8.953 2.6× 106 0.9

Fe2O3(Iron Oxide) 5180 670 9.7 35 × 106 0.5

Cu(Copper) 8933 385 401 59.5 × 106 1.67

CuO(Copper Oxide) 6320 531.8 76.5 58.8 × 106 18

Table 1.2: Thermo-physical properties of Blood and nanoparticles.
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1.6 Nanoparticles in blood flow and the diseases encountered.

Blood is a living tissue made up of liquids and solids. The liquid part called plasma is made up

of water, mineral salts, and proteins. More than half of the blood is plasma. The solid part of blood

contains red blood cells, white blood cells and platelets. The blood moves through vessels such as

arteries, veins and capillaries.

Figure 1.7: Blood cells [96].

1.6.1 Blood system and vessel elasticity.

Veins are blood vessels in which blood flows through the body towards the heart. They are so-

called capacitive vessels. This means that one of the main functions of the veins, apart from returning

blood to the heart, is also to regulate the volume of blood. In contrast to arteries, veins have valves

and they are dark red in colour. In the case of capillaries, these are vessels of very small diameter

(about 5 to 30 cm), located inside the organs in very large quantities (about 5 billion). They constitute

a real heat transfer surface, since it is at this level that exchanges take place between the blood and

the internal environment. A small artery is a blood vessel that connects and branches off from an

artery into the capillaries. Small arteries have large muscular walls and are the main site of vascular

resistance. The lymphatics, which contain lymph rather than blood, are produced directly in the

tissues before entering the venous network. Particular attention will be paid to the arteries and veins,

as they are the most essential element.
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Figure 1.8: Different parts of artery [97].

The blood system is made up of vessels that can be assimilated to elastic tubes containing several

sub-layers illustrated in figure (1.8) and of which the deposition of atheroma takes place. This leads

to the creation of the structural deformations in the vessels which will favour an increase or decrease

in pressure depending on the case of anomaly: stenosis and aneurysm [98].

F Stenosis

Inadequate secretion of insulin (the hormone that regulates blood sugar levels) in the pancreas

results in insulin deficiency, which can cause diabetic ketoacidosis. Diabetic ketoacidosis results from

the mechanism by which the penetration of glucose into the cells is prevented by a lack (insufficiency)

of insulin in the bloodstream. This results in the use of fats to obtain the fuel needed for cells

functioning. Unused glucose will accumulate in the bloodstream, causing fat to be deposited in the

vessel walls, resulting in stenosis. Stenosis is an abnormality related to the narrowing of blood vessels

or other organ or tubular structure such as foramina and ducts. In most cases, it is due to narrowing

caused by lesions that reduce the space of the lumen, as is the case of atherosclerosis illustrated in the

figure (1.9), whose causes are not yet well known, but the risk factors are abnormal overproduction

of cholesterol, increased levels of inflammatory markers, high pressure, diabetes, smoking, obesity,

genetic and unhealthy Diet.
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Figure 1.9: Stenosis [99].

F Aneurysm

The aneurysm is an anomaly of the large arteries of the body which receive oxygen-rich blood

from the left ventricle and distribute it throughout the body, except to the lungs which are connected

to the right ventricle. Blood pressure tends to push out the arterial walls. The best known aneurysm

is the abdominal aortic aneurysm (AAA). The aneurysm can also be located towards the base of the

brain (ampullary aneurysm), or towards the thorax (thoracic aneurysm). The constitution of the

artery at the exit of the heart has several small branches of arteries. Along its path from the heart

to the abdomen appears a subdivision of the aorta into two arteries for the legs. The aneurysm is

part of the aortic disorder in the weak area of the aortic walls. If left untreated, it can tear up and

cause pain and internal bleeding. It can also develop in other arteries, namely: peripheral, popliteal,

femoral, carotid, cerebral and coronary arteries. Aortic aneurysms occur most often in the abdomen

and in the elderly people. The areas where the arteries bifurcate are the areas at risk. According to

World Health Organization (WHO), 2-13% of men in 65 years old or greater and 6% of women on

the same age can have an abdominal aortic aneurysm, which is rare for people under 60 years old.

Ascending aortic aneurysms and ampullary aneurysms have a hereditary component, but the genes

responsible have not yet been found in humans but rather in mice. These ascending aneurysms are
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known as Marfan syndrome [100].

Figure 1.10: Aneurysm [101].

1.6.2 Description and resolution of diseases encountered

For its proper functioning the body needs glucose (in the blood we speak of a blood sugar level

between 0.8-1.15 g/L of blood; that is to say between 4.5-6.4 µmol/L of blood). This glucose molecule

is produced in the digestive tract and constitutes the first source of energy for the body which circulates

in the blood. When the blood is rich in oxygen, the glucose is broken down into energy that can be

used by the muscles, brain, cells etc. On the other hand, if the blood is not rich enough in oxygen,

the glucose is degraded into lactic acid which is not only harmful but also important for the kidneys,

the heart and the liver for their functioning. High energy consumption by the body leads to the

production of lactic acid, which is a natural acid molecule that occurs after heavy muscular effort.

It is generated by the muscles when they have used up all the energy, they had to carry out the

movements and also occurs when oxygen tends to be lacking in the red blood cells, kidneys, and skin.

Poor diet and stress are major factors in the increase of heart rate and blood pressure, thus causing

vessel-related diseases called cardiovascular diseases. It is one of the leading causes of premature death

in the world.

The deposition of lipids in the arteries or atherosclerotic plaque causes a reduction in the diam-
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eter of the artery. This leading to an arterial disease called atherosclerosis, which is different from

arteriosclerosis. The latter is an ageing of the artery without the deposition of atherosclerotic plaque

and is very common in the elderly people. Atherosclerosis is characterized by a progressive and silent

deposit of bad cholesterol narrowing the artery lumen and whose symptoms are chest pain, sweating,

shortness of breath, intense headaches in case of stroke. The most common causes are smoking,

high blood pressure, diabetes, age and high cholesterol. It can be treated by physical activity or by

anti-platelet agents (which can also be used for thrombus).

Figure 1.11: Blood clot motion [102].

Thrombosis is the abnormal presence of thrombus (blood clot) (figure (1.11)) leading to partial

or total occlusion of a vein (venous thrombosis) or an artery (infarction, stroke). One of the best-

known thromboses is phlebitis, which forms in a vein leg, arm, brain, etc. and is caused by poor

blood clotting. It migrates to the pulmonary artery and causes a pulmonary embolism for example.

This embolism prevents the lung from being sufficiently perfused and the blood from being poorly

oxygenated [103]. This is why oral anticoagulations like antivitamins K (AVK) and direct-acting non-

vitamin K oral anticoagulants (DOA): (edoxaban, dabigatran, apixaban...) are applied to patients to

prevent any complications.

Proper functioning genes reflect proper cell development and division as the body replaces aging

or damaged cells. Gene failure can lead to the proliferation of cancer cells, turning normal cells into

cancer cells due to, for example, exposure to ultraviolet light from the sun, smoking, alcohol and

many others. These cancer cells have the particularity to grow and divide in a disorderly way without

dying when they were supposed to. They remain immature and do not mature like normal cells,
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evade the immune system, spread to other parts of the body through the blood or lymphatic system,

invade and damage tissues and organs. They also have the ability to obtain oxygen and nutrients to

function, and the more these cells divide, the more tumors are formed. When the tumor grows to a

certain size, it produces new blood vessels for the additional supply of oxygen and nutrients. This

self-growth is called angiogenesis, and facilitates the migration of cancer cells to other parts of the

body through the bloodstream forming metastases as shown in figure (1.12).

Figure 1.12: Action of nanoparticles in the vessel fighting against a carcinogenic proliferation [104].

Thus, one of the treatments proposed is surgery for the primary tumors, plus chemotherapy for the

metastases. This treatment is called adjuvant treatment. It is done in order to prevent a recurrence

of the cancer cells. In cases of recurrence, certain genetic mutations make the cancer cells resistant to

chemotherapy and other treatments. One of the approaches recently tested is the use of nanoparticles

either orally or intravenously. This approach is still in experimental mode on laboratory to better

understand the behavior of nanoparticles on cancer cells [105].

Many blood disorders are caused by genes and the most common diseases among others are

anemia, hemophilia, hemopathy, dyslipidemia, leukemia, ischemia to name a few. The cause of most

leukemias is unknown. It may be due to certain radiation exposure to chemotherapy, and also to

chemicals that increase the risk of occurrence. In some cases, it is due to hereditary diseases, anemia

and chromosome abnormalities. The production of white blood cells by the bone marrow during

the gradual differentiation (or maturation) of stem cells can be abnormal and parts of chromosomes

are rearranged. These abnormal chromosomes disrupt normal cell division, so that the affected
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cells multiply uncontrollably or become resistant to normal cell death, leading to the development

of leukemia. It is subdivided into four main types: acute lymphocytic leukemia, acute myeloid

leukemia, chronic lymphocytic leukemia and chronic myeloid leukemia. Their resolution requires

surgical intervations, radiation exposure and injections in most cases.

1.7 Conclusion.

In this chapter, we focused on the generalities of nanoscience and nanotechnology in blood flows

by presenting the different structures of nanoparticles both natural and artificial. Also, on their

presence in a basic fluid mainly the case of water. The thermo-physical characteristics of some

nanoelements were listed and defined. Finally, we presented some diseases encountered in the vessels

and the role that these nano-elements play in the blood flow. The next chapter will focus on the

description of different methods used to investigate the dynamics of these nanoparticles in the case

of an incompressible fluid subjected to thermal radiation, magnetic fields, chemical reactions and

nanofluid rotation.
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Chapter 2

Methodology and Fractional Models

2.1 Introduction

In this chapter, we will first of all give a brief introduction to the Navier-Stockes equations which

has been considered in this thesis, because of its ability to better understand 1 to 3 dimensional micro-

fluidic behaviour. Then, we will present the different magnetohydrodynamic models used. Finally,

we will describe the analytical and numerical methods applied to these models. Fluid mechanics is

a branch of physics that studies fluids (liquid, gas and plasma) and the forces that apply to them.

In the reminder, we will use terms statics fluid, kinematic fluid and dynamic fluid respectively, for a

study of fluid at rest, fluid in motion and fluid flow.

2.2 Conservation law

Many researchers have worked to understand this branch of physics. Among them, Leonardo Da

Vinci (1452-1519) [106], was the first to visualise the movement of particles in fluid flow. Isaac Newton

(1642-1727) [107], brought his many contributions to fluid mechanics, in particular through his work

entitled ’PRINCIPIA’. He introduced the notion of Newtonian fluids which is an increase in viscous

stresses coming from the flow at each point and which is linearly proportional to the local strain

rate [108, 109]. Furthermore, in a Newtonian fluid the internal forces are proportional to the change

ratios of the fluid velocity at each point in space. The study of the fluid is based on the properties

related to the compressibility, which reflects a change in pressure or temperature leading to a change

in the density. Thus, any fluid is compressible to some extent. However, in many situations the

change in the density can be neglected for very small pressures and temperatures. So in this case,

the flow can be modelled as an incompressible flow [110,111] as is the case in this thesis. As another

property, we have the viscosity which is the measure of the resistance of a fluid to deformation at



a given velocity. It is also the internal frictional force between the fluid layers. For example, if a

viscous fluid is flowing along a tube, the velocity near the axis of the tube is higher than near the

walls. The steady and unsteady flow are considered as properties of fluid. For steady-state flow the

condition of fluid properties at a point in the system do not change over time. In the opposite case, we

speak of unsteady, also called transient. The assumptions of continuity, of the laws of conservation

of physics allow us to derive mathematical formulations from the partial differential equations of

the fluid. In a microscopic medium the molecules perform random movements varied on positions

and times to be considered. The physical properties most observed in these movements are density,

pressure, temperature, concentration and velocity. All this in Euler and Lagrange coordinate systems

describing the motion of the fluid. To derive the equations of fluid dynamics, we consider the effect

of mass, momentum and conservative energy. This allows us to derive the mathematical formulations

of the conservation laws for a control volume V in a domain D, where the Eulerian coordinate system

is taken as fixed in space and time.

2.2.1 Fondamental relation

Let us study the control domain D, through a volume V and of surface Σ in a continuous medium

Ω. Over time the motion of an elementary fluid particle M in D and of volume dV will be observed.

We will define f a function which is continuous on D. A material domain is a space where the points

in the fluid domain have a velocity equal to that of the fluid at each instant. The material derivative

of a quantity f integrated over a material domain through a volume V depending on time is given

by:
d

dt

∫

D

fdV =

∫

D

∂f

∂t
dV +

∫

Σ

f~u · ~ndΣ, (2.1)

where ~u is a local velocity of the control surface, ~n is the outgoing normal volume, d
dt

is the derivative

along the D domain of the fluid in motion.

Using the Green-Ostrogradsky theorem or divergence theorem, the second term of (2.1) can still

be written as : ∫

Σ

f~u.~ndΣ =

∫

D

~∇ · (f~u)dV. (2.2)

(2.1) and (2.2), allows us to bring out the Leibnitz rule or the transport theorem:

d

dt

∫

D

fdV =

∫

D

[
∂f

∂t
+ ~∇ · (f~u)

]
dV. (2.3)

2.2.2 Mass Conservation

F The Equation of Continuity

We consider a fixed volume of fluid V, whose mass is:

m =

∫

V

ρdV. (2.4)
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The variation of mass through time is given by the mass flux density ρ~u crossing the surface (S)

bounding the volume (V ).

Figure 2.1: Representation of an area.

Let d~S be the surface element oriented by the external normal ~n so that d~S = ~ndS. Hence

dm

dt
= −

∮
ρ~v · d~S. (2.5)

The negative sign comes from the orientation of the surface (S): when ~u is parallel to d~S the mass m

decreases. The increase rate of the mass in V is d
dt

(
∫
V
ρdV ) and, as V is fixed in space, one deduces

that
d

dt

∫

V

ρdV =

∫

V

∂ρ

∂t
dV. (2.6)

Considering the conservation of mass
∫

V

∂ρ

∂t
dV = −

∮
ρ~u · d~S, ⇒

∫

V

∂ρ

∂t
dV +

∫

S

ρ~u · ~ndS = 0, (2.7)

which is the conservation equation in integral form. By using the divergence theorem (2.2), the above

equation takes the form: ∫

V

[
∂ρ

∂t
+ ~∇ · (ρ~u)

]
dV = 0. (2.8)

For any volume V, (2.8) is true and the equation of continuity in the differential form is:

∂ρ

∂t
+ ~∇ · (ρ~u) = 0. (2.9)

Considering the Euler Lagrangian formalism, given by:

Dρ

Dt
=
∂ρ

∂t
+ ~u · ~∇ρ, (2.10)

One may also write it using the material derivative of ρ, namely

Dρ

Dt
= −ρ~∇ · ~u, (2.11)
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which shows that the density of a fluid element varies because of its volume variation expressed by
~∇ · ~u, since its mass is constant. Therefore, for a particle with constant density during it motion

(2.11) reduced to
~∇ · ~u = 0, (2.12)

which is the equation of continuity for an incompressible fluid.

F Incompressible fluid

Let us consider a fluid whose volume is constant whatever the pressure and any fluid being in

reality sensitive to the pressure. The mass flux is the mass of flow per unit time from figure (2.2), we

observe that at section 1 the flux is ρv1S1 which is equal to that of section 2 ρv2S2, and we observe no

accumulation of fluid between the two sections. Hence vS is a constant along an elementary stream

tube.

Figure 2.2: Diagram of continuity in the incompressible fluid.

It is observed that where the streamlines contract the velocity increases, and where they expand

the velocity decreases.

2.2.3 Momentum Conservation

The momentum of the fluid contained in a volume V is given by:

~p =

∫

V

ρ~udV. (2.13)

Using the fundamental principle of dynamics, the time variation of the momentum of the fluid con-

tained in a volume V, is equal to the sum of the external forces applied to it. This is expressed

as:
d

dt

(∫

V

ρ~udV

)
=

∫

V

~fdV +

∫

S

~TdS, (2.14)

where dS is an element of surface of normal ~n, ~f is the force exerted per unit of volume, the stress

vector: ~T = ¯̄σ · ~n, with ¯̄σ the stress tensor given by the expanded expression in i-component:

σij = −Pδij + τij, (2.15)
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where P is the static pressure: that is, minus the normal stress acting in any direction and τij is a

shear stresses, and also has diagonal components whose sum is zero,implie that τii = 0. Equation

(2.14) is in the form of Lagrangian derivative depending on time and it is possible to write it, in

i-component:
∫
V
d(ρui)
dt

dV . Using the theorem of Ostrogradsky, the integral of the force of surface can

be written as:
∫
V

(Fi +
∂σij
∂xj

)dV . Therefore, due to the fact that volume V is non-time-varying, we can

write
∂(ρui)

∂t
+
∂(ρuiuj)

∂xj
= Fi +

∂σij
∂xj

. (2.16)

By developing the derivatives, and rearranging, we obtain
(
∂ρ

∂t
+ uj

∂ρ

∂xj
+ ρ

∂uj
∂xj

)
ui + ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
= Fi +

∂σij
∂xj

. (2.17)

In tensor notation, the contunity equation is
(
∂ρ

∂t
+ uj

∂ρ

∂xj
+ ρ

∂uj
∂xj

)
= 0 (2.18)

So, the fluid equation of motion is written

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
= Fi +

∂σij
∂xj

. (2.19)

Another form is given by

ρ
Dui
Dt

= Fi +
∂σij
∂xj

. (2.20)

2.2.4 Energy Conservation

Conservation of energy is a physical principle in which the total energy of an isolated system

is invariant over time [115]. Based on the first principle of thermophysics where the variation with

respect to time of the total energy per unit volume is equal to the sum of the powers of the forces

across a surface (S), in a continuous medium Ω.

dE

dt
=
∑

PFext ⇐⇒
d(Ec + Uin)

dt
= Pe + Q̇, (2.21)

where Q̇ is the calorific power, Pe is the power of the external forces, Ec is the kinetic energy: Ec = ρV 2

2
,

Uin the internal energy: Uin = ρe, where e is the energy per unit mass .

Considering the kinetic energy theorem which states that the variation over time of the kinetic

energy of a particle follows the movement of the fluid which is equal to the sum of the powers of the

external and internal forces acting in this medium.

d(Ec)

dt
= Pe + Pi. (2.22)

By applying (2.22) in (2.21), we obtain the balance on the internal energy Uin:

dUin
dt

= Q̇− Pi, (2.23)
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where Uin =
∫
D
ρedV , Q̇ =

∫
Σ
q( ~X, t, ~n)dΣ +

∫
D
r( ~X, t)dV , q = −~q · ~n represents the surface density

of the heat flow collected by conduction and where r represents the power density dissipated locally

in the form of heat (radiative, nuclear, electromagnetic). And finally, Pi = −
∫
D

(¯̄σ : ~∇ · ~u)dV , where

(¯̄σ : ~∇ · ~u) = σikUik = −P ~∇ · ~U + (¯̄τ : ~∇ · ~u). (2.23) is reduced to:

d

dt

∫

D

ρedV =

∫

Σ

q(X, t, n)dΣ +

∫

D

r(X, t)dV −
∫

D

P (~∇ · ~U)dV +

∫

D

(¯̄τ : ~∇ · ~U)dV. (2.24)

By applying the divergence theorem given in equation (2.2) and the transport theorem given in

equation (2.3), we arrive at:

ρ
de

dt
= −~∇ · ~q + r − P ~∇ · ~U + (¯̄τ : ~∇ · ~U). (2.25)

According to Fourier’s law, the conductive heat flux density vector ~q is proportional to the temperature

gradient. And the proportionality coefficient K is the thermal conductivity of the fluid or nanofluid

under study. So, we have the conservation of energy equation:

ρ
de

dt
= −~∇ · (−K~∇T ) + r − P ~∇ · ~U + (¯̄τ : ~∇ · ~U). (2.26)

The conservation of energy of most systems is described as a function of temperature and heat

capacity, compared to that given by the internal mass energy. This leads us to express e as a function

of T and P . To do this, we introduce the enthalpy of mass: h = e+ P
ρ
which is expressed as follows:

dh = CpdT +
1

ρ
(1− βTT )dP, (2.27)

where βT = β = −1
ρ

(
∂ρ
∂T

)
P
which is the coefficient of thermal expansion, Cp =

(
∂h
∂T

)
P
which is the

specific heat per unit mass at constant pressure. By deriving (2.27) with respect to time we obtain

the final expression of (2.26) in the form:

ρCp
dT

dt
− βTT

dP

dt
= ~∇ · (K~∇T ) + r + (¯̄τ : ~∇ · ~U), (2.28)

which marks the conservation of energy equation of an incompressible fluid, the one considered in our

study through precise approximations. As an approximation, we have the Boussinesq approximation,

attributed to Boussinesq [112] and first presented by Oberbeck [113]. In this approximation, it is

supposed that the fluid has a constant heat capacity per unit volume ρCp; then, ρCp dTdt is equal to

the rate of heating per unit volume of a fluid particle. Lorentz used it in 1881 [114] to establish

a correlation in natural convection. According to this approximation the different thermo-physical

properties of the fluid are independent of temperature and pressure. In addition, the incompressible

fluid is assumed to be dilatable with a constant density equal to its mean value ρ0. Hence we have

the expression of the density ρ by first order Taylor expansion depending on the temperature:

ρ = ρ0[1− βT (T − T0)], (2.29)
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with T the temperature of the fluid at a point in the system, T0 the average temperature of the

system. By considering this last relation in equation (2.28); the power density linked to the pressure

variations βT (dρ
dt

)
and the viscous dissipation (¯̄τ : ~∇· ~U) are negligible in comparison with the diffusive

term K∆T .

2.2.5 Navier-Stokes Equation

Equation (2.15) expresses the stress tensor in i-component, due to the fact that σij and δij are

both symmetric tensors, it follows that τij is also symmetric

τij = τji. (2.30)

Let the ui(r, t) be the Cartesian components of the fluid velocity at point r and time t. The various

velocity gradients within the fluid take the form ∂ui/∂xj, the components of the deviatoric stress

tensor are linear functions of these velocity gradients: that is,

τij = Aijkl
∂uk
∂xl

. (2.31)

The most general expression for an isotropic fourth-order tensor is

Aijkl = α δij δkl + β δik δjl + γ δil δjk, (2.32)

where α, β and γ are arbitrary scalars. By combining (2.31) and (2.32), we have:

τij = α
∂uk
∂xk

δij + β
∂ui
∂xj

+ γ
∂uj
∂xi

. (2.33)

According to (2.30), τij is a symmetric tensor which implies that β = γ, then

τij = α ekk δij + 2 β eij, (2.34)

with

eij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, (2.35)

where, eij is called rate of strain tensor, β is the dynamic viscosity coefficient, α the volume viscosity

coefficient. So, for τii = 0, τij is a traceless tensor, which yields 3α = −2β and

τij = 2µ

(
eij −

1

3
ekk δij

)
. (2.36)

In addition, with µ = β, the general expression for the stress tensor in an isotropic Newtonian fluid is

σij = −P δij + 2µ

(
eij −

1

3
ekk δij

)
. (2.37)

By applying equations (2.35) and (2.37), the derivative term of the stress tensor giving by (2.20) is

∂σij
∂xj

= −∂P
∂xi

+
∂

∂xj

[
µ

(
∂ui
∂xj

+
∂uj
∂xi

)]
−
(

2

3
µ
∂uj
∂xj

)
. (2.38)
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By expanding and grouping the terms, then replacing in the equation (2.20), we arrive at the one

proposed by Claude-Louis Navier and George Gabriel Stokes, named Navier-Stokes equation which

is a good approximation to treat viscosity as a spatially uniform quantity. It is given by

ρ
Dui
Dt

= Fi −
∂P

∂xi
+ µ

(
∂ 2ui
∂xi ∂xj

+
1

3

∂ 2uj
∂xi ∂xj

)
. (2.39)

The vector form of the previous expression becomes

ρ
Du

Dt
≡ ρ

[
∂u

∂t
+ (u.∇)u

]
= f −∇P + µ

[
∇ 2u+

1

3
∇(∇ · u)

]
. (2.40)

Finally, in the incompressible fluid with ∇ · v = 0 the Navier-Stokes equation becomes

ρ
Du

Dt
≡ ρ

[
∂u

∂t
+ (u.∇)u

]
= f −∇P + µ∇ 2u. (2.41)

F Cartesian coordinates

We derive the basic equations governing the motion of a thin elastic tube filled with an incom-

pressible and viscous fluid. In order to elucidate the main aspects of the fluid of arterial blood, we

chose to study the motion of this tube in a simple form.

According to what precedes in (2.41), the differential vector operator nabla ∇ can be put in

the cartesian coordinates (x, y, z) form ∇ ≡ ( ∂
∂x
, ∂
∂y
, ∂
∂z

). Consider the velocity components u ≡
(ux, uy, uz), the external force f ≡ (fx, fy, fz) and the laplacian ∆ = ∇2 ≡ ( ∂2

∂x2
, ∂

2

∂y2
, ∂

2

∂z2
). We consider

the one-dimensional fields of longitudinal flow-velocity uz, fluid pressure P and radial displacement

of the arterial wall ux. Then, the continuity and the Navier-Stokes equation becomes

∂uz
∂z

= 0,

∂uz
∂t

+ uz
∂uz
∂z

= −1

ρ

∂P

∂z
+ ν

(
∂2uz
∂z2

)
+

1

ρ
fz

(2.42)

If the fluid is non ideal we can approximate the surface forces at fz ≈ −8ν uz
u2x
, with ν = µ/ρ is the

kinematic viscosity.

∂uz
∂t

+ uz
∂uz
∂z

+
1

ρ

∂P

∂z
= 0,

∂uz
∂t

+ uz
∂uz
∂z

+
1

ρ

∂P

∂z
= ν

(
−8

uz
u2
x

+
∂2uz
∂z2

)
.

(2.43)

(2.43) show the Navier-Stokes equations of motion relevant to the longitudinal flow, respectively, not

dissipation and with dissipation.

F Cylindrical coordinates

In our study we consider an incompressible, non-Newtonian fluid such as blood, in rotational

symmetry hence the choice of cylindrical coordinates (r, θ, z), and the flow velocity does not change

much with the radial coordinate. However, during fluid flow in an elastic tube, the viscous flow near
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the tube shifts towards the central region of the tube, so that the haematocrit rate becomes quite

low near the artery. Also, due to the high shear rate near the venous walls, the viscosity is further

reduced. On the other hand, for large vessels, blood can be considered as a Newtonian fluid, and the

hematocrit rate is high but the shear rate is quite low. Therefore, in the study of flow problems in

arteries, blood near the arterial wall can be treated as an incompressible and inviscid fluid, while blood

in the central region can be considered as an incompressible Newtonian fluid, with the assumption

that the field variables do not change with the radial coordinate. The continuity equation ∇ · u = 0

for an incompressible fluid in cylindrical coordinates (r, θ, z) is

1

r

∂

∂r
(rur) +

1

r

∂uθ
∂θ

+
∂uz
∂z

= 0. (2.44)

By considering an ideal incompressible and non-viscous fluid, the surface forces will be neglected and

the Navier-Stokes equation of motion is given as

∂ur
∂t

+ u.∇ur −
u2
θ

r
+

1

ρ

∂P

∂r
=0,

∂uθ
∂t

+ u.∇uθ +
uruθ
r

+
1

ρr

∂P

∂θ
=0,

∂uz
∂t

+ u.∇uz +
1

ρ

∂P

∂z
=0.

(2.45)

If the fluid is non ideal, the problem into consideration involves Navier-Stokes equations describing

the fluid flow. The Navier-Stokes equations of motion for an incompressible fluid of constant dynamic

viscosity µ, and density ρ, in cylindrical coordinates (r, θ, z) are

ρ

[
Dur
Dt
− u2

θ

r

]
= −∂P

∂r
+ fr + µ

(
∇ 2ur −

ur
r2
− 2

r2

∂vθ
∂θ

)
,

ρ

[
Duθ
Dt

+
uθur
r

]
= −∂P

∂θ
+ fθ + µ

(
∇ 2uθ −

uθ
r2
− 2

r2

∂ur
∂θ

)
,

ρ
Duz
Dt

= −∂P
∂z

+ fz + µ∇ 2uz,

(2.46)

where ur, uθ, uz are the velocities in the r, θ, z cylindrical coordinate directions, P is the pressure and

fr, fθ, fz are the body force components in the r, θ, z directions and the operators D/Dt and ∇2 are

D

Dt
=

∂

∂t
+ ur

∂

∂r
+
uθ
r

∂

∂θ
+ uz

∂

∂z
,

∇2 =
∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂

∂θ2
+

∂

∂z2
.

(2.47)

Blood is polarised, i.e. has electrical charges due to the presence of ions illustrated in figure (2.3).

Blood is then a biomagnetic fluid (BFD), which brings into play the elements of magnetohydrody-

namics, in particular the study of the magnetic field. If a magnetic material flows in a magnetic

field, it experiences an electromotive force which results in an electric current flowing. By applying a

magnetic field to an electrically conductive fluid such as blood, an electromagnetic force is generated

due to the interaction of the current with the magnetic field.
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Figure 2.3: Polarisation in the vessel [116,117].

This study of the influence of the magnetic field in an elastic tube takes into account Maxwell’s

second law of Newton’s law for moving particles which is given by

∇.−→B = 0, ∇×−→B = µ0
−→
J , ∇×−→E = −∂

−→
B

∂t
, (2.48)

where B is the magnetic flux intensity, µ0 is the magnetic permeability, E is the electric field intensity

and J is the current density given by
−→
J =σ(

−→
E +

−→
U ×−→B ). σ being the electrical conductivity and U

the velocity field. The electromagnetic force Fem is given by

−−→
Fem =

−→
J ×−→B ,= σ(

−→
E +

−→
U ×−→B )×−→B ,= σ[

−→
E ×−→B + (

−→
U .
−→
B )
−→
B −B2−→U ],

= σB2
0U(r, t)

−→
k ,

(2.49)

where k is the unit vector in the z-direction and
−→
U = U(r, t)

−→
k is the axial velocity of the blood. The

force Fem will be included in the momentum equations. We can write the Navier-Stokes equations of

motion in the cylindrical coordinates in the form

∂ur
∂t

+ u.∇ur −
u2
θ

r
+

1

ρ

∂p

∂r
=ν

[
∆ur −

ur
r2
− 2

r2

∂uθ
∂θ

]
− σB2

0ur
ρ

,

∂uθ
∂t

+ u.∇uθ +
uruθ
r

+
1

ρr

∂p

∂θ
=ν

[
∆uθ −

uθ
r2

+
2

r2

∂ur
∂θ

]
− σB2

0uθ
ρ

,

∂uz
∂t

+ u.∇uz +
1

ρ

∂p

∂z
=ν∆uz −

σB2
0uz
ρ

.

(2.50)

Under the gradient effect of pressure, the dense fluid is moving slowly than the light fluid.

2.3 Flow in rotating fluids.

In this part, we would be talking about the dynamics of fluid in rotating systems, which is an

interesting subject to researchers as it enables them understand the application of fluid dynamics in

a number of important problems.
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The theory of rotating fluids has brought out several inventive ideas, the characteristics of which

are the constraint on fluid motion imposed by the control of rotational forces; the uniqueness of

oscillatory motions, inertial oscillations and inertial waves; and a viscous boundary layer produced

by the rotational forces. This field thus contains two main branches, namely:

• Inertial waves that describe the motion of an inviscid fluid in a rotating system.

• Convective instabilities which are reflected in the convective motion in thermal buoyancy.

These problems are governed by the Poincaré equations, and several systems were discussed by

Greenspan in (1968) [118] and by Chandrasekhar in (1961) [119] on the formulation of their different

geometries. Their studies have brought together these theories of inertial waves, thermal convections

and precessions or librationally driven oscillations in rotating fluids. These studies were carried out

experimentally in different geometries: an annular channel, a circular cylinder, and a spherical shell.

For liquids without free surface effects, we can cite among others Malkus (1968) [120], Davies-Jones

and Gilman (1971) [121], Benton and Clark (1974) [122] etc. .

In order to better observe the rotary motion of blood fluid in the presence of nanoelements, these

theories will be implemented in our models to observe their interactions and the role they play in the

cardiovascular system.

2.3.1 Rotating coordinates.

Let U = Uxx̂ + Uyŷ + Uz ẑ any vector in a rotating frame, where (Ux, Uy, Uz) are the components

of U in the rotating coordinates and (x̂, ŷ, ẑ) the unit vectors. Considering the velocity ~u = Ω × ~r
shows in figure (2.4), it is equivalent to Dr

Dt
= Ω× r. In rotating frame,

(
DU

Dt

)

R

= x̂
DUx
Dt

+ ŷ
DUy
Dt

+ ẑ
DUz
Dt

. (2.51)

Hence, the derivation of U in the inertial frame of reference is given by:
(
DU

Dt

)

I

= x̂
DUx
Dt

+ ŷ
DUy
Dt

+ ẑ
DUz
Dt

+
Dx̂

Dt
Ux +

Dŷ

Dt
Uy +

Dẑ

Dt
Uz

= x̂
DUx
Dt

+ ŷ
DUy
Dt

+ ẑ
DUz
Dt

+ Ω× (x̂Ux + ŷUy + ẑUz)

=

(
DU

Dt

)

R

+ Ω× U.

(2.52)

2.3.2 Equation of motions in rotating system.

The formulations observed above have led us to consider conditions that will be given through

terms with a rotating structure. Thus the equations of motion and Navier-Stockes given in (2.40), will
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Figure 2.4: Illustrative diagram of a rotating system.

be modified by taking into account the nature of the fluid and the rotations in a boundary domain

from the angular velocity, hence the expression for the velocity which is given by:

uI = uR + Ω× r, (2.53)

with r the position vector of the fluide in the rotating frame, I and R refer to inertial and rotaing

frames of references. Then, the acceleration in the rotating frame is given by:

DuI
Dt

=

[(
D

Dt

)

R

+ Ω×
]
(uR + Ω× r),

=

(
DuR
Dt

)

R

+ Ω× Dr
Dt

+ Ω× uR + Ω× (Ω× r) +

(
DΩ

Dt

)

R

× r,

=
DuR
Dt

+ 2Ω× uR + Ω× (Ω× r) +

(
DΩ

Dt

)

R

× r,

(2.54)

with 2Ω×uR characterizing the Coriolis force, Ω×(Ω×r) denoting the centrifugal force, and
(
DΩ
Dt

)

R

×r
relating to the Eulerian force.

In the uniformly rotating frames, the Eulerian force is zero: DΩ
Dt

= 0. This leads us to derive the

acceleration in the rotating frame as a function of the inertial acceleration, predefined in equation

(2.40). We have:

∂uR
∂t

+ (u · ∇)u = f −∇P + µ
[
∇2uR +

1

3
∇(∇ · u)

]
− 2Ω× uR + Ω× (Ω× r) (2.55)

Considering (2.41) for an incompressible fluid with the presence of an external force and removing

the subscript R, the modified Navier-Stockes equation in a rotating system can be put into the form:

∇u = 0

∂u

∂t
+ (u · ∇)u+ 2Ω× v + Ω× (Ω× r) = f −∇P + µ[∇2u].

(2.56)
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2.4 Models used in the thesis

2.4.1 Fractional model with external magnetic field and thermal radia-

tions.

In the first model, we are interested in the effect of the magnetic field for heat distributions, which

was not the case in the studies conducted by Ali et al. [126]. This first model also complements the

studies carried out by Bansi et al. [41]. The effect of the coupling between temperature and velocity

via haemoglobin and particle acceleration forces according to Newton’s second law will be taken into

account in this modified model. Blood considering as a non Newtonian fluid, is assumed to flow in a

cylindrical vessel of radius R0, together with magnetic particles (see figure (2.6)).

Figure 2.5: Schematic representation of the geometry model with orange spots being the magnetic

particles.

This makes a two-phase mixture, with a solid phase consisting of magnetic particles and a liquid

phase being the blood. We consider the magnetic particles to be uniformly distributed in the blood,

while the ensemble flows in the axial direction x of the vessel. The magnetic field acts perpendicular

to the vessel and the induced magnetic field is neglected because of the smallness of the magnetic

Reynold’s number [123]. The particles, the tube and the blood inside are supposed to be at rest at t

= 0. Particles are subjected to an electromotive force resulting from the interaction of current with

the magnetic field. Its expression can be found in Refs. [20, 124,125] in the form

~fem = −σB2
0U(r, t)~i (2.57)

with ~i being the unit vector in the x-direction and U(r, t), the axial velocity of the blood. B0 is

a uniform magnetic field and σ the electrical conductivity. The equation describing the motion of
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magnetic particles is governed by the Newton’s second law and is given in the form [20,124,125]

m
∂V

∂t
= K(U − V ) (2.58)

where K is the Stokes constant, m is the average mass of the magnetic particles and V is the velocity

of the particles. The unsteady pulsatile flow of blood in an axisymmetric cylindrical blood vessel

of radius R, considered to be affected by a uniform transverse magnetic field B0 is governed by the

following momentum equation in polar coordinates [11,41]

ρ
∂U

∂t
= −∂P

∂x
+

1

r

∂

∂r

(
rµ
∂U

∂r

)
+KN(V − U)− σB2

0U (2.59)

where P is the blood pressure. µ, σ and ρ are the dynamic coefficient of viscosity, the electrical

conductivity and the density of blood, respectively. N is the number of magnetic particles per unit

volume. The first three terms on the right-hand side of Eq. (2.59) represent the pressure gradient,

the viscosity and the force generated by the relative motion between the fluid and the particle. The

last term stands for the Lorentz force brought by the magnetic field. The oscillating pressure gradient
∂P
∂x

is given by

− ∂P

∂x
= b0 + b1 cos(ωt), t > 0. (2.60)

where b0 and b1 are the amplitude of the systolic and diastolic pressure gradient, respectively [124,

41, 127], with ω being the frequency. Eq. (2.59) can also be rewritten, by introducing the kinematic

viscosity µ̂ = µ/ρ, as

∂U

∂t
= −1

ρ

∂P

∂x
+

1

r

∂

∂r

(
rµ̂
∂U

∂r

)
+
KN

ρ
(V − U)− σB2

0U

ρ
(2.61)

The energy equation, related to thermal radiation is given by [4,5]

ρCp
∂T

∂t
= κ

1

r

∂

∂r

(
r
∂T

∂r

)
− ∂qr

∂r
+ µ

(
∂U

∂r

)2

, t > 0, r ∈ [0, R0], (2.62)

where the term µ
(
∂U
∂r

)2 in (2.62) represents the viscous dissipation due to the assumption of the

unidirectional flow. Cp and κ represent the specific heat at constant pressure and thermal conductivity.

The radiative flux qr p is written assuming that blood is an optically thin fluid with a relatively low

density and heat absorption coefficient. qr can then be simplified as proposed by Cogley et al. [128]

in the form

∂qr
∂r

= 4α2(T − T∞),

∂U

∂z
= 0, T = T∞ on r = 0

U = 0, T = Tw on r = R0

(2.63)
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where α2 =
∫∞

0
φχ∂B

∂T
is the linear Planck mean absorption coefficient, with B and φ being respectively

the Planck’s constant and radiation absorption coefficient, and χ being the frequency. The above

formulated models equations correspond to the initial and boundary conditions

U(r, 0) = 0, V (r, 0) = 0, T (r, 0) = T∞, r ∈ [0, R0];

U(R0, t) = 0, V (R0, t) = 0, T (R0, t) = Tw, t > 0.
(2.64)

The set of model Eqs. (2.58), (2.59) and (2.62) can be generalized to their time-fractional versions

by multiplying each of them by λ =
√

R0ρ
b0

. This leads to the fractional-order equations

λaDa
tU =

λ

ρ
[b0 + b1 cos(ωt)] + λµ̂

[
∂2U

∂r2
+

1

r

∂U

∂r

]
− λKN

ρ
(V − U)− λσB2

0

ρ
U,

λaDa
t V =

λK

m
(U − V ),

− λaDa
t T = − κ

ρCp

(
∂2T

∂r2
− 1

r

∂T

∂r

)
+

4α2

ρCp
(T − T∞) +

µ

ρCp

(
∂U

∂r

)2

,

(2.65)

where

Da
t f(r, t) =

1

Γ(1− a)

∫ t

0

1

(t− τ)a
∂f(r, τ)

∂τ
dτ, (2.66)

is the Caputo fractional derivative of order a [129–132]. In the meantime, recent works have de-

veloped new directions in fractional derivative operators and using Mittag-Leffler functions. For

example, a new definition of fractional derivative, with a smooth kernel which considers two dif-

ferent representations for the temporal and spatial variable, was proposed in [133]. Operators in-

cluding the Atangana-Beleanu derivative and the Caputo-Fabrizio derivative, respectively related to

the Mittag-Leffler law and the exponential law were applied to the non-linear Kaup-Kupershmidt

equation [134]. Making use of the traditional Caputo derivative and Caputo-Fabrizio derivative with

fractional order and no singular kernel, the nonlinear Kaup-Kupershmidt was extended to the span of

fractional calculus by Atangana and Doungmo [135]. Moreover, further relationship and new results

of Atangana-Baleanu derivative, with some integral transform operators, were obtained from a simple

nonlinear system [136]. Another important feature of the non-local and non-singular kernel operator

was pointed out and applied to chaotic models whose the bifurcation, period doubling dynamics and

chaotic behaviors were discussed [137, 138]. In addition, the Atangana-Baleanu fractional derivative

with non-singular kernel and non-local kernel was applied to chaotic processes with two-parameter

derivative, including non-singular and non-local kernel based on the one-parameter Mittag-Leffler

function [137,138]. To further proceed, the following dimensionless variables can be introduced

r =
r∗

R0

, t∗ =
t

λ
, U =

U∗

U0

, V =
V ∗

U0

, b∗0 =
λb0

ρU0

, b∗1 =
λb1

ρU0

, ω∗ = λω, T ∗ =
T − T∞
Tw − T∞

.

(2.67)

Considering all the above and dropping the (∗) notation, we get the following fractionalized set of
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equations

Da
tU = [b0 + b1 cos(ωt)] +

1

Re

[
∂2U

∂r2
+

1

r

∂u

∂r

]
−R(V − U)−H2U,

G.Da
t V = U − V

−Dα
t T +

k

ρCp

(
∂2T

∂r2
+

1

r

∂T

∂r

)
− 4α2

ρCp
T = − µ̂

ρCp

(
∂U

∂r

)2

(2.68)

where Re =
R2

0

λµ̂
is a Reynold number, R = KNλ

ρ
is a particle concentration parameter, H2 = B2

0R0

√
σ
µ̂

is a magnetic parameter or Hartmann number, G = m
Kλ

is the particle mass parameter. The initial

and boundary conditions are

U(r, 0) = 0, V (r, 0) = 0, T (r, 0) = 0, r ∈ [0, 1];

U(1, t) = 0, V (1, t) = 0, T (1, t) = 0, t > 0.
(2.69)

2.4.2 Modelling of fractional blood flow in the presence of nano elements.

The second model of our study contributes to the previous model [139], by observing in a more pre-

cise way the behaviour of the magnetized particles through their different thermo-physical properties

and also through the geometrical form they may have. This observation will be done for an ensemble

(fluid + particles) in a rotating system allowing to highlight the influence of microrotations on the

blood dynamics. We consider an unstable viscous transient one-dimensional MHD blood and incom-

pressible nanofluid flow on an extended sheet with a rotating frame. The structure has an oscillatory

movement on time t and frequency n with velocity u(0, t), which is given by ū(0, t̄) = U0 sin(n̄t̄), with

U0 a space-dependent Gaussian form [140]. Physically, we assume that the whole frame is at rest in

time t < 0, however for t = 0 (u(0, 0) = 0), the sheet is stretched along the x direction at r = 0 with

angular velocity (Ω). The viscoelastic liquid model is created through types of species that incorpo-

rate chemical reactions and Arrhenius activating energy. B0 is a uniform (magnetic field) and applied

with direction r, which is taken normal to y − axis and crossing an exponential accelerated infinite

vertical plate in x − axis. Initially, at t ≤ 0, the fluid and plate are stable, with temperature and

concentration being constant. When t > 0, the plate is exponentially accelerated with u = U0 sinwt;

the surface temperature and concentration are raised to Tw and Cw, from their respective equilibrium

values C∞ and T∞. The schematic representation of the configuration, with the coordinate system

related to the problem, is given in Fig. 2.6.
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Figure 2.6: Schematic representation of the physical system.

The modified model proposed in this work is inspired by the seminal contributions from Refs. [3,

41, 141, 142]. In fact, we make use of the usual approximation, and propose the flow to be governed

by the following equations:

∂w∗

∂r∗
= 0

∂u∗

∂t∗
+ w∗

∂u∗

∂r∗
− 2Ωv∗ =

1

ρnf

[
νnf

∂2u∗

∂r∗2
− νnf

k∗
u∗ − (σnfB

2
0)u∗ + gρnf (βT )nf (T

∗ − T ∗∞)

+gρnf (βC)nf (C
∗ − C∗∞)

]
,

∂v∗

∂t∗
+ w∗

∂v∗

∂r∗
+ 2Ωu∗ =

1

ρnf

[
νnf

∂2v∗

∂r∗2
− νnf

k∗
v∗ − (σnfB

2
0)v∗

]
,

∂T ∗

∂t∗
+ w∗

∂T ∗

∂r∗
=

knf
(ρCt)nf

∂2T ∗

∂r∗2
− 1

(ρCt)nf

∂qr
∂r∗
− QH

(ρCt)nf
(T ∗ − T ∗∞),

∂C∗

∂t∗
+ w∗

∂C∗

∂r∗
= DB

∂2C∗

∂r∗2
+
DT

T∞

∂2T ∗

∂r∗2
−K2

r (C∗ − C∗∞)

(
T ∗

T ∗∞

)m
exp

( −Ea
KBT ∗

)
,

(2.70)

where u∗ represents the axial velocity, T ∗ and C∗ are the temperature and concentration of the

solute, B0 is the applied magnetic field, g, σnf and ρnf are, respectively, the acceleration due to the

gravity, electrical conductivity and Density of blood, Ctnf
, knf , and νnf represent, respectively, the

specific heat at constant pressure, thermal conductivity and dynamic viscosity of nanofluid, DB is

the molecular diffusivity, k∗ is the permeability of the porous medium, K2
r is the reaction rate, m is

a fitted rate constant, ktnf is the thermal diffusion ratio of nanofluid, kcnf is the chemical reaction
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parameter of nanofluid and Tm is the mean fluid temperature, w∗ is a velocity component along z

axe, v∗ is a velocity component along y axe, DT is the thermal diffusivity.

Table 1.1, shows us the contribution of the shape of different nanoparticles representing by spheric-

ity ψ in Refs [5, 144, 146]. In this study, the base fluid is a blood, with SWCNTs, Al2O3, TiO2 and

Cu based nanoparticles. The thermophysical properties of the nanofluids are presented in Table

1.2 [5, 145, 146]. The coefficient of thermal expansion and the density of nanofluid are taken to

be [143,147]

(ρβ)nf = (1− ψ)(ρβ)f + ψ(ρβ)p, ρnf = (1− ψ)ρf + ψρp, (ρCt)nf = (1− ψ)(ρCt)f + ψ(ρCt)p,

νnf =
νf

(1− ψ)2.5
,

σnf
σf

= 1 +

3

(
σp
σf
− 1

)
ψ

(
σp
σf

+ 2

)
− ψ

(
σp
σf
− 1

) , knf
kf

=
(kp + (m− 1)kf )− (m− 1)ψ(kf − kp)

(kp + (m− 1)kf ) + ψ(kf − kp)
,

(2.71)

where ψ is the solid volume fraction. The indexes nf , f , p denote, respectively, the nanofluid, fluid

and nanosolid particles. The initial and boundary conditions for the problem are:

t∗ < 0 : u∗ = 0, v∗ = 0, T ∗ = T ∗w + (T ∗w − T ∗∞),

C∗ = C∗w + (C∗w − C∗∞), at for all r∗;

t∗ ≥ 0 : u∗ = 0, v∗ = 0, T ∗ = T ∗w, C∗ = C∗w, at r∗ = 0;

t∗ > 0 : u∗ −→ 0, v∗ −→ 0, T ∗ −→ T ∗∞,

C∗ −→ C∗∞ as r∗ −→∞.

(2.72)

Using the Rosseland approximation for radiation [3, 141], the radiative heat flux is simplified as

qr = − 4σ∗

3βR

∂T ∗
′4

∂r∗
, where σ∗ is the Stefan-Boltzman fluid constant and βR is the coefficient of mean

absorption.

It is assumed that: T ∗′4 = 4T ∗3∞ T
∗ − 3T ∗4∞ then,

∂qr
∂r∗

= −16σ∗T ∗3∞
3βR

∂2T ∗

∂r∗2
.

Substituting the above into the equation of temperature in system (2.70), we obtain

∂T ∗

∂t∗
+ w∗

∂T ∗

∂r∗
=

knf
(ρCt)nf

∂2T ∗

∂r∗2
+

16σ∗nfT
∗3
∞

3(ρCt)nfβR

∂2T ∗

∂r∗2
− QH(T ∗ − T ∗∞)

(ρCt)nf
. (2.73)

Our study will mainly focus on velocities perpendicular to the applied magnetic field, then we consider

the solution of the first equation of (2.70) as: w∗ = −w0. We introduce the following dimensionless

variables and parameters:

r =
r∗U0

νf
, t =

U2
0 t
∗

νfρf
, u =

u∗

U0ρ2
f

, v =
v∗

U0ρ2
f

, n = n∗
νfρf
U2

0

, θ =
T ∗ − T ∗∞
T ∗w − T ∗∞

, φ =
C∗ − C∗∞
C∗w − C∗∞

. (2.74)
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These equations and conditions are obtained after the transformations

∂u

∂t
− S∂u

∂r
−Rv =

1

E1E3

∂2u

∂r2
− Kp

E1E3

u− E6M
2

E3

u+
E4Gr

E3

θ +
E7Gm

E3

φ,

∂v

∂t
− S∂v

∂r
+Ru =

1

E1E3

∂2v

∂r2
− Kp

E1E3

v − E6M
2

E3

v,

∂θ

∂t
− S∂θ

∂r
=

1

Pr

[
E2

E5

∂2θ

∂r2
− Q

E5

θ

]
,

∂φ

∂t
− S∂φ

∂r
=

1

Le

[
∂2φ

∂r2
+
Nt

Nb

∂2θ

∂r2

]
− Leλ∗(1 + γθ)m exp

( −EE
1 + γθ

)
φ,

(2.75)

where λ∗ = Ω∗DB is the chemical reaction rate, with Ω∗ =
K2
rρ

2
f

U2
0

, a function of reaction rate K2
r ,

Pr =
(Ct)fνf
kf

is the Prandtl number, S =
w0ρf
U0

is the suction parameter, M =

√
σfB

2
0νf

U2
0

is the

magnetic parameter, Re =
U2

0

νfρf
is the Reynold number, R =

2Ω

Re
is the rotating parameter, Gr =

g(βT )fνf (T
∗
w − T ∗∞)

U3
0ρf

is the thermal Grashof number, Gm =
g(βC)fνf (C

∗
w − C∗∞)

U3
0ρf

is the mass Grashof

number, Q =
QHν

2
f

kfU2
0

is the heat source, Le =
νf

DBρf
is the Lewis number, Nb =

τDB(C∗w − C∗∞)

νfC∗∞
is

the Brownian motion, Nt =
τDT (T ∗w − T ∗∞)

νfT ∗∞
is the thermophoresis parameter, γ =

T ∗w − T ∗∞
T ∗∞

is the

thermal relaxation parameter, EE =
Ea

KBT ∗∞
is an activation energy, Kp =

ν2
f

k∗U2
0

is the porosity

parameter, F =
4σ∗T ∗3∞
βRkf

is the radiation parameter, (βT )f is the thermal expansion of fluid for the

case of temperature, (βC)f is the thermal expansion of fluid for the case of concentration, (ρCt)f is

the product of density and the specific heat for the case of base fluid, ρf is the density of base fluid,

(Ct)f is the specific heat for the case of base fluid, T ∗∞ is temperature of the ambient fluid, C∗∞ is

concentration of the ambient fluid, with

E1 = (1− ψ)2.5, E2 =
knf
kf

+
4F

3
, E3 = 1− ψ + ψ

(
ρp
ρf

)
, E4 = 1− ψ + ψ

(
(ρβT )p
(ρβT )f

)
,

E5 = 1− ψ + ψ

(
(ρCt)p
(ρCt)f

)
, E6 = 1 +

3

(
σp
σf
− 1

)
ψ

(
σp
σf

+ 2

)
− ψ

(
σp
σf
− 1

) , E7 = 1− ψ + ψ

(
(ρβC)p
(ρβC)f

)
.

(2.76)

(βT )nf , (βT )f , (βC)nf , (βC)f are notations of the thermal expansion to distinguish the Grashof case

temperature and concentration in the system, for reasons of transformations and equivalence. But

thereafter, they are taken identical in the numerical program since a particle has a unique β, the

values of the parameter (βC)p not being given in the literature.

To generalize (2.75), we have applied the definition of Caputo fractional derivate operator. Then,
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the corresponding fractional model is formulated as

cD
α
t u =

1

E1E3

∂2u

∂r2
− Kp

E1E3

u− E6M
2

E3

u+
E4Gr

E3

θ +
E7Gm

E3

φ+ S
∂u

∂r
+Rv,

cD
α
t v =

1

E1E3

∂2v

∂r2
− Kp

E1E3

v − E6M
2

E3

v + S
∂v

∂r
−Ru,

cD
α
t θ =

1

Pr

[
E2

E5

∂2θ

∂r2
− Q

E5

θ

]
+ S

∂θ

∂r
,

cD
α
t φ =

1

Le

[
∂2φ

∂r2
+
Nt

Nb

∂2θ

∂r2

]
− Leλ∗(1 + γθ)m exp

( −EE
1 + γθ

)
φ+ S

∂φ

∂r
,

(2.77)

where

Dα
t f(r, t) =

1

Γ(1− α)

∫ t

0

1

(t− τ)α
∂f(r, τ)

∂τ
dτ, 0 < α < 1, (2.78)

is the Caputo fractional derivative operator of order 0 < α ≤ 1 [148, 149, 151]. The corresponding

boundary conditions become:

t < 0 : u = 0, v = 0, θ = 0, φ = 0, at r ≥ 0,

t ≥ 0 : u = 0, v = 0, θ = 1, φ = 1, at r = 0,

t > 0 : u −→ 0, v −→ 0, θ −→ 0, φ −→ 0 as r −→∞.

(2.79)

2.4.3 Fractional model with superdiffusive effect in the medium.

After being interested in the influence of microrotations in the previous model, the interest in

better understanding these rotational actions on the temperature in the vessels has captured our

attention. We are now in the situation where the blood flow dynamics have strong and very varied

fluctuations, under the presence of nano-elements and to have an observation on their behavior in a

super diffusive medium. So, we are looking for the behaviour of nano hybrids in a highly diffusive

medium in micro dimensional motions. The diagram of the configuration with the coordinate system

of the developed problem is sketched in figure (2.7).

Figure 2.7: Schematic diagram of the physical system.
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The proposed model is inspired by Misra et al. [150], with some usual approximations. The flow

is governed by the following equations:




∂v∗

∂y∗
= 0

∂u∗

∂t∗
+ v∗

∂u∗

∂y∗
= − 1

ρnf

∂p∗

∂x∗
+ νnf

∂2u∗

∂y∗2
− η1

ρnf

∂4u∗

∂y∗4
+ g(βT )nf (T

∗ − T ∗∞),

∂T ∗

∂t∗
+ v∗

∂T ∗

∂y∗
=

(k0)nf
(ρCp)nf

∂2T ∗

∂y∗2
− (k1)nf

(ρCp)nf

∂T 4

∂y∗4
+

(µ+ k)nf
(ρCp)nf

(
∂u∗

∂y∗

)2

+
σnfB

2
0u
∗2

(ρCp)nf
,

(2.80)

where u∗ represents axial velocity, T ∗ is the temperature of the solute, B0 being the applied magnetic

field, g, σnf and ρnf are acceleration due to the gravity, electrical conductivity and Density of blood,

Cp is the specific heat at constant pressure, k0 is a thermal conductivity, η1 is a constant associated

with the couple stress tensor, k1 is a thermal conductivity associated with the stress tensor, k is a

rotational viscosity, T∞ is a blood reference temperature.

In order to specify our problem, it is necessary to prescribe that, for t > 0, the pressure gradient
∂P
∂z
, which determines the nature of the flow has the expression of the form

− ∂p∗

∂x∗
= A∗0 + A∗1 cos(ω∗t∗). (2.81)

where A∗0 is the constant amplitude of pressure gradient, A∗1 the amplitude of pulsatile component

gives rise to systolic and diastolic pressure, and ω the frequency. Table 1.1, shows the contribution

of the shape of the different nanoparticles represented by the sphericity ψ in References [5, 144,146].

In this study, the base fluid is blood, with the consideration of SWCNTs, MWCNTs, Fe2O3, TiO2

and CuO nanoparticles. Their thermophysical properties are used as shown in Table 1.2, and we

consider the same expressions for the nanofluid properties given by (2.71).

The initial and boundary conditions for the problem are:

∂u∗

∂x∗
= 0, T ∗ = T ∗∞, at y∗ = R(x∗);

u∗ = 0, T ∗ = T ∗w, at y∗ = 0;

u∗ −→ 0, T ∗ −→ T ∗∞, as r∗ −→∞,

(2.82)

To consider the time-fractional model, we firstly multiply Eqs.(1) by λ =
√

R0ρ
b0

which has the dimen-

sion of time. The corresponding transformation model, has recently introduiced by Shah et al. [182],

used by Tabi et al. [139]. The governing equations of the time-fractional are

λαDα
t u
∗ =

λ

ρnf
[A∗0 + A∗1 cos(ω∗t∗)]− λv∗∂u

∗

∂y∗
+ λνnf

∂2u∗

∂y∗2
− λη1

ρnf

∂4u∗

∂y∗4
+ λg(βT )nf (T

∗ − T ∗∞),

λαDα
t T
∗ =

λk0

(ρCp)nf

∂2T ∗

∂y∗2
− λk1

(ρCp)nf

∂T ∗4

∂y∗4
− λv∗∂T

∗

∂y∗
+
λ(µ+ k)nf

(ρCp)nf

(
∂u∗

∂y∗

)2

+
λσnfB

2
0u
∗2

(ρCp)nf
,

(2.83)
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where the derivative operator is defined from the fractional order parameter of Caputo ”α”. We

introduce the following dimensionless variables and parameters:

y =
y∗

R0

, t =
t∗

λ
, u =

u∗

u0

, v =
v∗

v0

, A0 =
λA∗0
ρfu0

, A1 =
λA∗1
ρfu0

, ω = λω∗, T =
T ∗ − T ∗∞
T ∗w − T ∗∞

. (2.84)

The boundary conditions are:

t ≤ 0 : u∗(y∗, 0) = 0, T ∗(y∗, 0) = 0, at y∗ ∈ [0, R0],

t > 0 : u∗(R0, t
∗) = 0, T ∗(R0, t

∗) = 0,
(2.85)

Introducing the above (2.84) into (2.83) the whole problem reduced to its dimensionless form as

follow:

λαDα
t u =

1

E3

[A0 + A1 cos(ωt)]− Pv∂u
∂y

+
1

E1E3Re

∂2u

∂y2
− R

E3

∂4u

∂y4
+
E4

E3

GrT,

λαDα
t T =

E2

E5Pe

∂2T

∂y2
− E2

E5Pe1

∂T 4

∂y4
− P1v

∂T

∂y
+

Da

E1E5Q

(
∂u

∂y

)2

+
E6M

2u2

E5Q
,

(2.86)

with

E1 = (1− ψ)2.5, E2 =
knf
kf

, E3 = 1− ψ + ψ

(
ρp
ρf

)
, E4 = 1− ψ + ψ

(
(ρβ)p
(ρβ)f

)
,

E5 = 1− ψ + ψ

(
(ρCp)p
(ρCp)f

)
, E6 = 1 +

3

(
σp
σf
− 1

)
ψ

(
σp
σf

+ 2

)
− ψ

(
σp
σf
− 1

) .

The corresponding boundary and initial conditions are:

t ≤ 0 : u(y, 0) = 0, T (y, 0) = 0, at y ∈ [0, 1],

t > 0 : u(1, t) = 0, T (1, t) = 0,
(2.87)

where Pe =
(ρCp)fR

2
0

λk0

is the Peclet number, Pe1 =
(ρCp)fR

4
0

λk1

is the Peclet number modified,

M = B0R0

√
λσfu0

ρf
is the magnetic parameter, Re =

R2
0

λν
is the Reynold number, R =

λη1

ρfR4
0

is the

rotating parameter, Gr =
λgβ(T ∗w − T ∗∞)

u0

is the thermal Grashof number, Q =
R2

0Cpf (T ∗w − T ∗∞)

u0

is

the metabolic heat source, Da =
(µ+ kE1E2)u0

ρf
is the porosity parameter, P =

λv0

R0

is the radiation

parameter.

2.5 Special Functions and Analytical Methods

To understand the definition and the use of fractional calculus, we will give some simple mathe-

matical definitions and concepts of special functions, such as gamma function, Mittag-Leffler function,

beta function and Laplace transform just to mention a few. Some general forms and the ways to solve

them will be presented in the next section.
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2.5.1 The Gamma Function

Gamma function or simply the Euler integral equation of the second kind is the most important

function using in the fractional calculus. Assume z is a complex number with Re(z) > 0, the integral

is definied as

Γ(z) =

∫ ∞

0

tz−1e−tdt (2.88)

The generalization of this function can be put in factorial form

Γ(n) = (n− 1)! with n ∈ N+, (2.89)

where Γ(1) = 1. By considering the integration by parts technique, we can reach to the basic property

of the next value

Γ(z + 1) = zΓ(z), z ∈ N+. (2.90)

2.5.2 The Bessel Function

Daniel Bernoulli was the first to define a Bessel function and Friedrich Bessel generalize to the

canonical solutions y(x) of Bessel’s differential equation [152]:

x2 d
2y

dx2
+ x

dy

dx
+
(
x2 − α2

)
y = 0. (2.91)

where α is an arbitrary complex number and the order of the Bessel function. The same differential

equation is obtained using α or −α, and it is conventional to define different Bessel functions for these

two values in such a way that the Bessel functions are mostly smooth functions of α [152].

F Bessel functions of the first kind : Jα

Jα(x) denoted the Bessel functions of the first kind, are taken as solutions of Bessel’s differential

equation. For positive integer α, Bessel functions of the first kind are finite at the origin (x = 0); while

for negative non-integer α, they diverge as x approaches zero. It is possible to define the function by

its series expansion around x = 0.

Jα(x) =
∞∑

m=0

(−1)m

m!Γ(m+ α + 1)

(x
2

)2m+α

, (2.92)

where Γ(z) is the gamma function, a shifted generalization of the factorial function to non-integer

values.

F Bessel functions of the second kind : Jα

The Bessel functions of the second kind, denoted by Yα(x), occasionally denoted instead by Nα(x),

are solutions of the Bessel differential equation that have a singularity at the origin (x = 0) and are

multivalued. These are sometimes called Weber functions, as they were introduced by H. M. Weber
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in 1873 [152], and also Neumann functions after Carl Neumann [153]. For non-integer α, Yα(x) is

related to Jα(x) by

Yα(x) =
Jα(x) cos(απ)− J−α(x)

sin(απ)
. (2.93)

2.5.3 The Mittag-Leffler function

The Mittag-Leffler function Eα, β is a special function and a complex function which depends on

two complex parameters α and β. It may be defined by the following series when the real part of α

is strictly positive

Eα,β(z) =
∞∑

k=0

zk

Γ(αk + β)
, α > 0, β > 0, α, β ∈ R, z ∈ C, (2.94)

where Γ(x) is the gamma function. When β = 1, it is abbreviated as Eα(z) = Eα,1(z). For α = 0, the

series above equals the Taylor expansion of the geometric series and consequentlyE0,β(z) =
1

Γ(β)

1

1− z .

2.5.4 The Laplace Transform

In mathematics, the Laplace transform is an integral transformation of a function with real variable

t (often time) to a function of a complex variables (complex frequency). This transformation has many

applications in engineering and science [154]. Pierre-Simon Laplace used a similar transform in his

work on probability theory. The definition of a function f(t) using the Laplace transform, for all real

numbers (t > 0), is the function F (s), which is a unilateral transform defined by

F (s) =

∫ ∞

0

f(t)e−stdt, (2.95)

where s is a complex number. The integral exists when the condition in f must be locally integrable

on [0,∞). The inverse Laplace transform is given by Mellin’s inverse formula:

f(t) = L−1{F (s)}(t) =
1

2πi
lim
T→∞

∫ γ+iT

γ−iT
estF (s)ds, (2.96)

where γ = Re(s). If the singularities are in the left half-plane or F (s) is an entire function, then γ

can be set to zero and the inverse Fourier transform becomes as same as the inverse integral formula

above.

By solving partial differential equations. The transformation is defined by:

L(u(x, t))(s) = U(x, s) =

∫ ∞

0

u(x, t)e−stdt, (2.97)

where u(x, t) is a function with respect to variable x and t. We can get the relations [155]:

L
(
∂u

∂t

)
= sU(x, s)− u(x, 0), (2.98)

L
(
∂2u

∂x2

)
=
d2U

dx2
(x, s). (2.99)
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F Convolution

The Laplace convolution is given by

f(t) ∗ g(t) =

∫ t

0

f(t− τ)g(τ)dτ = g(t) ∗ f(t). (2.100)

The convolution of two functions in the domain of t is somewhat complicated to solve, however, the

convolution leads to simple function multiplication in the Laplace domain, that is,

L(f(t) ∗ g(t)) = F (s)G(s). (2.101)

The Laplace transform of a derivative of integer order q of the function f(t), is defined by

L{f (q)(t)} = sqF (s)−
q−1∑

j=0

sq−j−1f (j)(0) = sqF (s)−
q−1∑

j=0

sqf (q−j−1)(0). (2.102)

The summarized forms given by Magin [156], Podlubny [157], of a few Laplace transform for some

Mittag-Leffler function are

L{Eα(−λtα)} =
sα−1

sα + λ
, L{tα−1Eα,α(−λtα)} =

1

sα + λ
(2.103)

L{tβ−1Eα,β(−λtα)} =
sα−β

sα + β
, L{εk(t,±λ;α, β)} =

k!sα−β

(sα ± λ)k+1
(2.104)

2.5.5 Hankel Transform

The Hankel transform is an integral transformation like the Laplace transform. It is a trans-

formation with respect to the space and the expression for any given function f(r) depends on the

weighted sum of an infinite number of Bessel functions of the first kind Jν(kr). This transform is

more appropriate in solving differential equations with boundary conditions in which there is axial

symmetry. To deal with the problems formulated in the finite domain, finite-integral transforms are

introduced. The finite Hankel transform (Fν(k)) of the function f(r) was first introduced by Sneddon

in 1946 [158]. For the Bessel functions, all the sums have the same order ν but differ in a scaling factor

k along the r axis. Then, for any coefficient Fν of each Bessel function, we can have a function with

respect to the scale that constitutes the transformed function. It is also known as the Fourier-Bessel

transform. Just as the Fourier transform for an infinite interval is related to the Fourier series over a

finite interval, so the Hankel transform over an infinite interval is related to the Fourier-Bessel series

over a finite interval [159]. We have

Fν(k) =

∫ ∞

0

rf(r)Jν(kr)dr, (2.105)

where ν is the order of the Hankel transform of f(r), and the inverse Hankel transform is given by:

f(r) =

∫ ∞

0

kFν(k)Jν(kr)dk. (2.106)
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The formula is valid for ν > −1/2.

F Properties of Hankel transforms

Hankel transforms have the following properties. Define

∆ν =
d2

dr2
+

1

r

d

dr
− ν2

r2
. (2.107)

Let f(r) be an arbitrary function with the property that lim
r→+∞

f(r) = 0. The term ν2

r2
can be neglected.

Then, we have [169,172]:

Hν [∆νf(r)] = −k2Fν(k),

Hν [f
′(r)] =

k

2ν
[(ν + 1)Fν−1(k)− (ν − 1)Fν+1(k)],

Hν

[
1

r
f(r)

]
=

k

2ν
[Fν−1(k) + Fν+1(k)].

(2.108)

2.5.6 Caputo Fractional Derivative

Fractional calculus is a branch of mathematical analysis that studies the several different pos-

sibilities of defining real number powers or complex number powers of the differentiation operator

D

Df(x) =
d

dx
f(x) , (2.109)

and of the integration operator

Jf(x) =

∫ x

0

f(s) ds , (2.110)

Fractional order operators are mathematical tools that are nowadays widely used by researchers

in many disciplines of engineering sciences to solve real life problems. One of the properties of this

operator is its ability to produce and reveal with precision some chaotic problems. Their resolution in

an analytical way is usually very complex and sometimes impossible to obtain, so many researchers

turn to numerical methods to solve it [170]. Fractional derivative and Riemann-Liouville integral for

analytic functions we have the following definitions

aI
αf(x) =

1

Γ(α)

∫ x

a

f(t)(x− t)α−1 dt, a ∈ R. (2.111)

The fundamental relations hold

d

dx
Iα+1f(x) = Iαf(x), Iα(Iβf) = Iα+βf, (2.112)

So, the generalize Riemann-Liouville form is given

Dα
xf(x) =





dq

dxq
Iq−αf(x) α > 0

f(x) α = 0

I−αf(x) α < 0.

(2.113)

48



with q = ᾱ+ 1. In 1967, Caputo was the first to intrduce a good alternative method of the Riemann-

Liouville for computing fractional derivative. Caputo’s definition is illustrated as follows, where again

n = α:
C
aD

α
t f(t) =

1

Γ(q − α)

∫ t

a

f (q)(τ) dτ

(t− τ)α+1−q . (2.114)

The Caputo definition of fractional derivatives with operator of order ”α” can be written [160]

aD
αf(t) =

1

Γ(q − α)

∫ t

a

(t− τ)(q−α−1)f (q)(τ)dτ, (q − 1) < α < q. (2.115)

Let us denote the Riemann-Liouville fractional derivative by RL
a Dα

t f(t) and the Caputo defnition by
C
aD

α
t f(t), then the relationship between them is:

RL
a Dα

t f(t) =C
a D

α
t f(t) +

q−1∑

k=0

tk−α

Γ(k − α + 1)
f (k)(a) (2.116)

2.5.7 Atangana-Baleanu Fractional Derivative

The generalized Mittag-Leffler function is given by (2.94) which is the solution of the equation:
dαu

dxα
= au; which is the function allowing to solve analytically the Riemann-Liouville definition given

by (2.111), which was the first operator, followed by the Caputo operator (2.114). Considering, the

Taylor series at a point t of the exponential decay law:

exp[−(t− τ)] =
∞∑

s=0

[−a(t− τ)]s

s!
, (2.117)

we end up at the definition of Caputo and Fabrizio:

CFDα
t [f(t)] =

M(α)

1− α

∫ t

0

df(τ)

dτ
exp[−(t− τ)]dτ , with 0 < α < 1. (2.118)

By taking, a = a
1−α and replacing (2.117) in (2.118), we obtain:

CF
aD

α
t [f(t)] =

M(α)

1− α
∞∑

s=0

(−a)s

s!

∫ t

a

df(τ)

dτ
[(t− τ)]sdτ . (2.119)

Then by replacing s! by Γ(αs+ 1) and (t− τ)s by (t− τ)αs, we have:

CF
aD

α
t [f(t)] =

M(α)

1− α
∞∑

s=0

(−a)s

Γ(αs+ 1)

∫ t

a

df(τ)

dτ
[(t− τ)]αsdτ . (2.120)

Moreover, Abdon Atangana and Dumitru Baleanu have proposed a new kernel on the generalized

Mittag-Leffler function [170],

ABC
0D

α
t [f(t)] =

M(α)

1− α

∫ t

0

f ′(τ)Eα

[
− α(t− τ)α

1− α

]
dτ , (2.121)

ABR
0D

α
t [f(t)] =

M(α)

1− α
d

dt

∫ t

0

f(τ)Eα

[
− α(t− τ)α

1− α

]
dτ . (2.122)
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By applying the Laplace transforms (2.102), we arrive at:

L{ABR0 Dα
t [f(t)]}(q) =

M(α)

1− α
qαL{f(t)}(q)
qα + α

1−α
, (2.123)

and

L{ABC0 Dα
t [f(t)]}(q) =

M(α)

1− α
qαL{f(t)}(q)
qα + α

1−α
− qα−1f(0)

qα + α
1−α

M(α)

(1− α)
. (2.124)

By replacing (2.123) in (2.124), and to inverse the transformation we obtain the Atangana-Baleanu

relation [171]:
ABC
0 Dα

t [f(t)] =ABR
0 Dα

t [f(t)]− M(α)

1− αf(0)Eα

(
− α

1− αt
α

)
. (2.125)

The Atangana-Baleanu fractional integral of a continuous function is defined as:

AB
aI

α
t f(t) =

1− α
AB(α)

f(t) +
α

AB(α)Γ(α)

∫ t

a

(t− τ)α−1 f(τ) dτ (2.126)

2.6 Numerical Methods

The numerical solution of ordinary differential equations (ODEs) or partial differential equations

(PDEs) works by replacing the region over which the independent variables are defined with a finite

grid (also called mesh) of points over which the dependent variable is approximated. Using Taylor’s

theorem the derivatives of the ODE at each point on the grid are approximated from neighbouring

values.

2.6.1 Finite difference method

Finite-difference methods (FDM) are a class of numerical techniques for solving differential equa-

tions by approximating derivatives with finite differences. The discretisation is carried out over a

domain of space and time which is divided into a finite number of steps and whose solution value at

these discrete points is approximated by solving algebraic equations containing finite differences and

values from nearby points [161].

Let v(x, y, z, t) a function of space and time. The derivation is given by:

∂v

∂x
= lim

∆x→O

v(x+ ∆x, y, z, t)− v(x, y, z, t)

∆x
, (2.127)

if ∆x is small, then the Taylor expansion of v(x+ ∆x, y, z, t) in the neighborhood of x gives:

v(x+∆x, y, z, t) = v(x, y, z, t)+∆x
∂v

∂x
(x, y, z, t)+

∆x2

2

∂2v

∂x2
(x, y, z, t)+

∆x3

3!

∂3v

∂x3
(x, y, z, t)+... (2.128)

By truncating the series to first order in ∆x, we have:

v(x+ ∆x, y, z, t)− v(x, y, z, t)

∆x
=
∂v

∂x
(x, y, z, t) +O(∆x). (2.129)
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So, the approximation of the derivative ∂v
∂x

(x) is for order 1, indicating that the truncation error

O(∆x) tends to zero as the first power of ∆x.

We consider a mesh (or calculation grid) composed of N + 1 points xi for i = 0, ..., N regularly

spaced with a step ∆x. The points xi = i∆x are called the nodes of the mesh. Let vi be the discrete

value of v(x) at point xi, i.e. vi = v(xi). The first-order finite difference scheme presented above in

(2.129) is written in index notation as:
(
∂v

∂x

)

i

=
vi+1 − vi

∆x
+O(∆x), (2.130)

this scheme is called forward or off-centre forward or upwind.

In addition, we have first-order scheme, called backward:
(
∂v

∂x

)

i

=
vi − vi−1

∆x
+O(∆x). (2.131)

To construct the higher order finite difference schemes, we will have to manipulate the Taylor expan-

sion in the neighbourhood of xi, which gives us:

vi+1 = v(xi + ∆x) = vi + ∆x

(
∂v

∂x

)

i

+
∆x2

2

(
∂2v

∂x2

)

i

+O(∆x3)

vi−1 = v(xi −∆x) = vi −∆x

(
∂v

∂x

)

i

+
∆x2

2

(
∂2v

∂x2

)

i

+O(∆x3)

(2.132)

By subtracting these two relationships, we have:
(
∂v

∂x

)

i

=
vi+1 − vi−1

2∆x
+O(∆x2), (2.133)

called ’centered approximation’ of the first derivative of v in the second order scheme. So, to approx-

imte the second derivative, we applyied the same approaches like previously in second order scheme

by adding the next term of the Taylor expansion. We reach to the centered approximation:
(
∂2v

∂x2

)

i

=
vi+1 − 2vi + vi−1

∆x2
+O(∆x2). (2.134)

As an example, consider the normalized heat equation in one dimension, with homogeneous Dirich-

let boundary conditions

Vt = Vxx

V (0, t) = V (1, t) = 0 (boundary condition)

V (x, 0) = V0(x) (initial condition)

(2.135)

Solving this equation is to approximate all the derivatives by finite differences methods. Then, to

do so, we partition the domain in space using a mesh x0, ..., xI and in time using a mesh t0, ...., tN .

We assume a uniform partition both in space and in time, so the difference between two consecutive
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space points will be h and between two consecutive time points will be k. Then, we have the points

u(xj, tn) = unj .

F Explicit method

By using a forward difference at time tn and a second-order central difference for the space deriva-

tive at position xi, we get the recurrence equation:

vn+1
i − vni

k
=
vni+1 − 2vni + vni−1

h2
. (2.136)

From the above result, we can write:

vn+1
i = (1− 2r)vni + rvni−1 + rvni+1, where r = k/h2. (2.137)

F Implicit method

The Implicit method is the use of backward difference at time tn+1 and for the space derivative at

position xi, the second-order central difference is used:

vn+1
i − vni

k
=
vn+1
i+1 − 2vn+1

i + vn+1
i−1

h2
. (2.138)

We obtain,

(1 + 2r)vn+1
i − rvn+1

i−1 − rvn+1
i+1 = vni , where r = k/h2. (2.139)

F Crank-Nicolson method

It use the central difference at time tn+1/2 and a second-order central difference for the space

derivative at position xi, we get to

vn+1
i − vni

k
=

1

2

(
vn+1
i+1 − 2vn+1

i + vn+1
i−1

h2
+
vni+1 − 2vni + vni−1

h2

)
. (2.140)

We can obtain vn+1
i from solving a system of linear equations:

(2 + 2r)vn+1
i − rvn+1

i−1 − rvn+1
i+1 = (2− 2r)vni + rvni−1 + rvni+1, where r = k/h2. (2.141)

2.6.2 Fourth order Runge-Kutta method

By 1900, the German mathematicians Carl Runge and Wilhelm Kutta developped a method in

numerical analysis called the Runge-Kutta (RK) methods [162], which is familiar to the implicit

and explicit iterative methods and which include the well-known routine called Euler method. The

Runge-Kutta method have several approximation. The first in order two called RK2 is the modified

Euler method also known under the name Heun method. But the most widely known member of

the Runge-Kutta family is generally referred to RK4 in 4th order approximations. The fourth order

Runge-Kutta scheme is used also for the nonlinear partial differential equations [162,163].
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Let h > 0 be a sufficiently small stepsize defining a grid tn+1 = tn + h for n = 0, 1, 2, ..., Nt, then

the following recursion

vn+1 = vn + hf(vn, tn), (2.142)

generates approximations vn for the solution v(tn) and n = 0, 1, 2, ... with f the function. So, the

RK4 Runge-Kutta methods usually denoted by

k1 =f(tn, vn),

k2 =f(tn +
h

2
, vn + h

k1

2
),

k3 =f(tn +
h

2
, vn + h

k2

2
),

k4 =f(tn + h, vn + hk3),

tn+1 = tn + h

vn+1 =vn +
h

6
(k1 + 2k2 + 2k3 + k4).

(2.143)

Here vn+1 is the RK4 approximation of v(tn+1), and the next value vn+1 is determined by the present

value vn.

2.6.3 Finite Difference Approximations of Caputo Differentiation

In order to solve problems with initial conditions in several fields of science, Caputo’s numerical

approximation provides an answer through the manipulation of the operator by the well-known inte-

gral transform, also through the definition of the derivative of a convolution function and a power-law

decay function.

Let consider the definition of Caputo given by (2.114) for the first derivation when q = 1, we have

C
aD

α
t f(t) =

1

Γ(1− α)

∫ t

a

f (1)(τ) (t− τ)−α dτ. (2.144)

Let assume the time step ∆t = T/l and the space step ∆x(b − a)/N in the interval I = (a, b). On

the setting of uniform grids xi for i = 0, 1, 2..., N and tn = n∆t for n = 0, 1, 2, ..., l. For t = tn, n ∈ N

and 0 < α < 1, we rewrite
[
C
0 D

α
t f(t)

]
t=tn

as follow

[
C
0 D

α
t f(t)

]
t=tn

=
1

Γ(1− α)

∫ tn

t0

(tn − τ)−αf
′
(τ)dτ,

=
1

Γ(1− α)

n−1∑

k=0

∫ tk+1

tk

(tn − τ)−αf
′
(τ)dτ,

≈ 1

Γ(1− α)

n−1∑

k=0

∫ tk+1

tk

(tn − τ)−α
f(tk+1)− f(tk)

∆t
dτ

=
n−1∑

k=0

bn−k−1(f(tk+1)− f(tk)),

(2.145)
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where

t0 = 0, bk =
∆t−α

Γ(2− α)

[
(k + 1)1−α − (k)1−α].

The L1 method below is often used by some researchers for the discretization of the time fractional

differential equations, which can lead to unconditionally stable algorithms [160,165–167].

2.7 Conclusion

In this chapter, we examined the analytical and numerical methods that have been used in our

models to study the dynamics of the blood flow through the consideration of the propagation of

heat exchanges, the rotation of the nanofluid. To this end, conservation laws were used to derive

the various distribution equations, similar to the Navier-Stockes equations. The analytical methods

used are Laplace transforms, Hankel transforms, fractional derivatives according to Caputo, and also

according to Atangana-Baleanu. The numerical methods described are the finite difference method,

the fourth-order Runge-Kutta method and Caputo’s finite difference approximation. In the next

chapter, we will apply these methods to our models, highlight the results and discuss.
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Chapter 3

Results and Discussion

3.1 Introduction

In this chapter, we will be presenting the discussions and numerical observations related to the

results of the models on the effect of the magnetic field and thermal radiation in a first step. Secondly,

the effect of nanofluid rotations in a magnetized medium and under the influence of radiation and

chemical reactions will be presented. The observed results will be compared with experimental studies

proposed by other researchers for the cases where water is taken as the basic fluid, given its high

percentage of its presence in blood. In this thesis, we use blood as a basic fluid thus and its interaction

with the different chemical nanoparticles will be presented and argued in order to better understand

their behaviour in this type of medium, the aim is to bring our contribution to master the treatments

of carcinogenic, tumour and cardiovascular diseases, to name a few.

3.2 Effect of heat transfer, magnetic field under a fractional-

ized model

3.2.1 Analytical solution

To solve the mathematical model (2.68), we make use of the Laplace transform with respect to

the time parameter and the Hankel transform with respect to the radial variable. The temporal



transformation then leads to the equations

SaU(r, s) =
1

Re

[
∂2U(r, s)

∂r2
+

1

r

∂U(r, s)

∂r

]
+
b0

s
+

b1s

s2 + ω2
+RV (y, s)− (R +Ha2)U(r, s),

V (r, s) =
U(r, s)

GSa + 1

SaT (r, s) =
κ

ρCp

[
∂2T (r, s)

∂r2
+

1

r

∂T (r, s)

∂r

]
− 4α2

ρCp
T (r, s) +

µ̂

Cp

(
∂U(r, s)

∂r

)2

− µ̂

Cp
lim
t→0

{∫ t

0

(
∂U(r, τ)

∂r

)2

dτ

}
,

(3.1)

with U(1, s) = 0, V (1, s) = 0, and T (1, s) = 0. In the rest of study, it is considered that

limt→0

{∫ t
0

(
∂U(r,τ)
∂r

)2

dτ

}
→ 0. Applying the Hankel transform [168, 169] of zero order to (3.1), and

using the boundary conditions given in (2.69), we obtain

−r2
nUH(yn, s)

Re
=

[
GS2a + [1 +G(R +H2)]Sa +H2

GSa + 1

]
UH(rn, s)−

(
b0

s
+

b1s

s2 + ω2

)
J1(rn)

rn
, (3.2)

where UH(rn, s) =
∫ 1

0
rU(r, s)J0(rrn)dy is the finite Hankel transform of function U(r, s) and rn(n =

1, 2, ....) are positive roots of the equation J0(χ) = 0, J0 being the Bessel function of the first kind

and order zero. The inverse Laplace transform for (3.2) of fluid can be written in the equivalent form

UH(rn, s) =
b0Re

cn

[
(1−Ga1n)

s−1

sa + a1n

− (1−Ga2n)
s−1

sa + a2n

]
J1(rn)

rn

− b1Re

cn

s

s2 + ω2

[
(1−Ga1n)

s−1

sa + a1n

− (1−Ga2n)
s−1

sa + a2n

]
J1(rn)

rn
,

(3.3)

where

a1n =
bn − cn
2ReG

, a2n =
bn + cn
2ReG

, bn = Re[1 +G(R +H2)] +Gr2
n, cn =

√
b2
n − 4ReG(ReH2 + r2

n).

(3.4)

Inserting (3.3) into the last equation given by (3.1) and applying the Hankel transform leads to

T̄H(rn, s) =
2µ̂Re

(
A0

s
+ A1s

s2+w2

)

Cp

(
βr2

n + sα + 4α2

Cp

) ∂

∂rn

[(
1− a1nG

sa + a1n

− 1− a2nG

sa + a2n

)
J1(rn)

rncn

]
. (3.5)

To solve this last one, we used the Bessel expansion form given by

Jn+1(x) =
nJn(x)

x
− J ′n(x), and Jn+1(x)− Jn−1(x) = −2J ′n(x), (3.6)

then we can assuming the approximation

∂

∂rn

(
J1(rn)

rncn

)
= − J2

rncn
− c′n
c2
n

(J2 + J ′1),

∂

∂rn

(
1− a1nG

sa + a1n

− 1− a2nG

sα + a2n

)
=

(−a′1nG(sa + a1n)− a′1n(1− a1nG)

(sa + a1n)2
+
a′2nG(sa + a2n) + a′2n(1− a2nG)

(sa + a2n)2

)
,

(3.7)
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which can be employed to expand (3.5) so that

T̄H1(rn, s) =
2µ̂Re

(
A0

s
+ A1s

s2+w2

)

Cp

(
βr2

n + sα + 4α2

Cp

)
(

1− a1nG

sa + a1n

− 1− a2nG

sa + a2n

)[
− J2

rncn
− c′n
c2
n

(J2 + J ′1)

]
,

T̄H2(rn, s) =
2µ̂Re

(
A0

s
+ A1s

s2+w2

)

Cp

(
βr2

n + sα + 4α2

Cp

) J1(rn)

rncn

∂

∂rn

[(
1− a1nG

sa + a1n

− 1− a2nG

sa + a2n

)]
,

T̄H(rn, s) = T̄H1(rn, s) + T̄H2(rn, s).

(3.8)

After developing and rearranging the terms we obtain

T̄H1(rn, s) =
γb0c

′
n

c2
n

J1

rn

[
s−1(1− a2nG)

(sa + l2n)(sa + l1n)
− s−1(1− a1nG)

(sa + k2n)(sa + k1n)

]

+
sγb1c

′
n

(s2 + w2)c2
n

J1

rn

[
(1− a2nG)

(sa + l2n)(sa + l1n)
− (1− a1nG)

(sa + k1n)(sa + k2n))

]

+
γb0

cn

J2

rn

[
(1− a2nG)s−1

(sa + l2n)(sa + l1n)
− (1− a1nG)s−1

(sa + k2n)(sa + k1n)

]

+
γb1s

cn(s2 + w2)

J2

rn

[
(1− a2nG)

(sa + l2n)(sa + l1n)
− (1− a1nG)

(sa + k2n)(sa + k1n)

]
,

T̄H2(rn, s) =
γb0s

−1

cn

J1

rn

[
(−a′1nG)

(sa + k2n)(sa + k1n)
− a′1n(1− a1nG)

(sa + a1n)(sa + k2n)(sa + k1n)

+
a′2nG

(sa + l2n)(sa + l1n)
+

a′2n(1− a2nG)

(sa + a2n)(sa + l2n)(sa + l1n)

]

+
γb1s

cn(s2 + w2)

J1

rn

[
(−a′1nG)

(sa + k2n)(sa + k1n)
− a′1n(1− a1nG)

(sa + a1n)(sa + k2n)(sa + k1n)

+
a′2nG

(sa + l2n)(sa + l1n)
+

a′2n(1− a2nG)

(sa + a2n)(sa + l2n)(sa + l1n)

]
,

(3.9)

where

a′1n =
(b′n − c′n)

2ReG
, a′2n =

(b′n + c′n)

2ReG
, b′n = 2Grn, bn1 = (βr2

n + p+ a1n), bn2 = (βr2
n + p+ a2n)

c′n =
2Grn
cn

(
−Re+ReG(R +H2

a) +Gr2
n

)
, cn1 =

√
(βr2

n + p+ a1n)2 − 4a1n(p+ βr2
n)

cn2 =
√

(βr2
n + p+ a2n)2 − 4a2n(p+ βr2

n), k1n =
bn1 − cn1

2
, k2n =

bn1 + cn1

2

l1n =
bn2 − cn2

2
, l2n =

bn2 + cn2

2
, p =

4α2

Cp
, γ =

2µ̂Re

Cp
.

(3.10)

In what follows, we make use of the special functions

L−1

{
1

Sa +m

}
= Fa(−m, t) =

∞∑

n=0

(−m)nt(n+1)a−1

Γ(a(n+ 1))
, a > 0

L−1

{
Sγ

Sa +m

}
= Ra,γ =

∞∑

n=0

(−m)nt(n+1)a−1−γ

Γ(a(n+ 1)− γ)
, Re(a− γ) > 0,

(3.11)
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where Fa(., .) is the Robotnov and Hartley’s function, and Ra,γ(., .) is the Lorenzo and Hartley’s

function [173]. In particular case a = 1, (3.11) become

F1(−m, t) = e−mt, R1,−1(−m, t) =
1− e−mt

m
(3.12)

Based on the fact that T (r, t) = T1(r, t) + T2(r, t), the inverse Hankel transform of (3.3) and (3.9)

leads to the solutions

U(r, t) = 2
∞∑

n=1

J0(rrn)

rnJ1(rn)
[F1n(t) + F2n(t)]

T1(r, t) = 2
∞∑

n=1

(
J0(rrn)

rnJ1(rn)
[F3n(t) + F4n(t)] +

J0(rrn)J2(rn)

rnJ2
1 (rn)

[F5n(t) + F6n(t)]

)

T2(r, t) = 2
∞∑

n=1

J0(rrn)

rnJ1(rn)
[F7n(t) + F8n(t) + F9n(t) + F10n(t)], for 0 < a < 1

(3.13)

and

U(r, t) = 2
∞∑

n=1

J0(rrn)

rnJ1(rn)
[A1n(t) + A2n(t)]

T1(r, t) = 2
∞∑

n=1

(
J0(rrn)

rnJ1(rn)
[A3n(t) + A4n(t)] +

J0(rrn)J2(rn)

rnJ2
1 (rn)

[A5n(t) + A6n(t)]

)

T2(r, t) = 2
∞∑

n=1

J0(rrn)

rnJ1(rn)
[A7n(t) + A8n(t) + A9n(t) + A10n(t)], for a = 1

(3.14)

where Fin and Ain (i = 1, ..., 10) are given in Appendices A and B, respectively.

3.2.2 Numerical results

We collect the information due to the fractional order parameter a and the other flow parameters,

on temperature T , fluid velocity U and particle velocity V using numerical simulations and solutions

(3.13) and (3.14). In that respect, we need positive solutions of the equation J0(x) = 0. The

corresponding results are recorded in Figs. 3.1-3.6, where the effect of a is studied in different

situations related to changes in the Reynolds number (Re) and the Hartmann number (H). For the

rest of the calculations, other parameter values have been considered as: A0 = 10−7, A1 = 10−7, t =

0.01, ω = π/4, R = 0.2, λ = 0.5, β = 0.5 and G = 0.8.
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Figure 3.1: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t)

for small values of time t, with S = 0.01, A0 = 10−7, A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5,

R = 0.2, Re = 3 and H = 1. Panels (aj)j=1,2,3 correspond to t = 0.05, panels (bj)j=1,2,3 give results

for t = 0.2 and panels (cj)j=1,2,3 correspond to t = 0.3. In all panels, the fractional parameter takes

the values a = 0.3, 0.5, 0.7 and 1.

In Figs. 3.1 and 3.2, we represent flow characteristics at small and high values of the time t,

respectively. For the two cases, the temperature generally increases from the center of the vessel and

drops near the wall. With the help of the fractional parameter, it is possible to control the increase

of T , which is lower for a = 1. We should however stress that blood temperature which is higher for

larger time. The same remark is made for the velocities, where the velocity of blood is higher than

that of magnetic particles. This is different from the study proposed by Ali et al. [174], in which

the fractional parameter was controlling only the velocities. In this work, the fractional parameter

control both the velocities and the temperature.
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Figure 3.2: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t)

for large values of time t, with S = 0.01, A0 = 10−7, A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5,

R = 0.2, Re = 3 and H = 1. Panels (aj)j=1,2,3 correspond to t = 1, panels (bj)j=1,2,3 give results

for t = 3 and panels (cj)j=1,2,3 correspond to t = 5. In all panels, the fractional parameter takes the

values a = 0.3, 0.5, 0.7 and 1.
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Figure 3.3: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t)

for different values of Reynold number Re, at t = 0.2 (small value of time), with S = 0.01, A0 = 10−7,

A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5, R = 0.2 and H = 1. Panels (aj)j=1,2,3 correspond to

Re = 3, panels (bj)j=1,2,3 give results for Re = 4 and panels (cj)j=1,2,3 correspond to Re = 5. In all

panels, the fractional parameter takes the values a = 0.3, 0.5, 0.7 and 1.

Fig. 3.3 gives the results for small values of time, i.e., t = 0.2, with differnt Reynolds number Re.

For all values of the fractional parameter, temperature, blood velocity and particle velocity decrease

as the fractional parameter increases. In the opposite case, the increase in velocity simply implies a

decrease in blood viscosity. Also, the velocity in general is an increasing function of the fractional

parameter as supported by the calculations. On the contrary, temperature decreases with a, although

changing the value of Re does not really have a significant effect on the blood temperature inside

the vessel. One also clearly notices that blood temperature is lower near the tissues and increases
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progressively near the centerline. However, the temperature profile is such that there is a peak inside

the vessel, which is significantly important in keeping the tissues safe.

Figure 3.4: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t)

for different values of Reynold number Re, at t = 3 (large value of time), with S = 0.01, A0 = 10−7,

A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5, R = 0.2 and H = 1. Panels (aj)j=1,2,3 correspond to

Re = 3, panels (bj)j=1,2,3 give results for Re = 4 and panels (cj)j=1,2,3 correspond to Re = 5. In all

panels, the fractional parameter takes the values a = 0.3, 0.5, 0.7 and 1.

For large values of time, i.e., t = 3 (Fig. 3.4), Re also takes the same values as in Fig. 3.3, but one

notices small temperatures even though they still decrease with increasing of a. Blood and particle

velocities also increase when Re changes, but they are very low compared with what was obtained in

Fig. 3.4. This confirms the results obtained in [41], where particle were not included in the model. In

addition, such behaviour has been described by Shah et al. [126], who also showed that the Reynolds

number coupled with an increasing fractional parameter, can contribute to a significant increase in
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blood velocity and cause acceleration of magnetic particles.

The influence of the magnetic field on the blood temperature, blood velocity and particlesvelocity

is depicted in Figs. 3.5 and 3.6.

Figure 3.5: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t) for

different values of Hartmann number H, at t = 0.2 (small value of time), with S = 0.01, A0 = 10−7,

A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5, R = 0.2 and Re = 3. Panels (aj)j=1,2,3 correspond

to H = 1, panels (bj)j=1,2,3 give results for H = 2 and panels (cj)j=1,2,3 correspond to H = 3. In all

panels, the fractional parameter takes the values a = 0.3, 0.5, 0.7 and 1.

In Fig. 3.5, temperature and velocity profiles are recorded for a small value of time (t = 0.5) and

columns from left to right correspond to H = 1, 2 and 3 (Hartmann number). One notice that the

velocities of the blood and the particles are reduced with increasing H.
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Figure 3.6: Profiles of blood temperature T (r, t), axial velocity U(r, t), and particle velocity V (r, t)

for different values of Hartmann number H, at t = 3 (large value of time), with S = 0.01, A0 = 10−7,

A1 = 10−7, ω = π/4, β = 0.5, λ = 0.5, G = 1.5, R = 0.2 and Re = 3. Panels (aj)j=1,2,3 correspond

to H = 1, panels (bj)j=1,2,3 give results for H = 2 and panels (cj)j=1,2,3 correspond to H = 3. In all

panels, the fractional parameter takes the values a = 0.3, 0.5, 0.7 and 1.

This becomes more predominant over long exposure time t = 3 as depicted in Fig. 3.6. In this

last case, the temperature rather increases, which to our opinion has an impact not only on the blood

viscosity, but also on the velocity of blood and the conveyed particles. Such a result is not surprising

because, when a moving electrically conducting fluid is exposed to a magnetic field, there is electric

induction in the fluid, and this is pronounced when magnetic particles are present.

For example, numerical and experimental works by Sharma et al. [124, 175, 176] revealed that

Fe3O4 Magnetic particles can be efficiently captured when the applied magnetic field intensity is

increased, with important applications in targeted drug delivery. Sheikholeslami and Shehzad [177]
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showed that in such conditions, an increase in the nanoparticles may deeply affect the thermal con-

duction of blood, and the whole process may be favorable in slowing down the blood flow as a result of

a Lorentz force that is created and retards the flow of blood. At that stage, the temperature of blood

may be enhanced as observed by Akbar et al. [178], while the opposite trend is observed in the case

of velocities of fluid and particles. In the meantime, the fractional parameter that varies also plays

a role in controlling the flow characteristics. One can for example notice that temperature and both

velocities are lower for the classical value of the fractional parameter, i.e., a = 1. The various values

that can be attributed to make the model under our study flexible in the sense that it can be applied

to a broad range of problems, each having specific applications either in technology or biomedicine.

3.3 Effects of chemical reaction and rotating nanofluid under

a fractional magnetohydrodynamics model

3.3.1 Computational Scheme

Following the previous discussion on the mass and heat exchange of the medium, the magnetic

particles being taken as a whole will then be observed independently to better understand their

evolution in this medium and to highlight their impacts during interactions and propagations for

different concentrations of the particles present. For this purpose, we will focus on the particles

present in the blood and the synthesized carbon nanotube forms to observe their behavior on the

different distributions taken into account. The study will be carried out numerically, by applying the

L1-algorithm method in (2.77). The time fractional-derivate (0 < α < 1) is discretized through a

finite difference approximation scheme [179] given by (2.145).

Applying the forward central difference method, one gets the discretized expressions

∂u

∂t

∣∣∣∣
t=tk

=
u(ri, tk)− u(ri, tk−1)

∆t
+O(∆t),

∂u

∂r

∣∣∣∣
t=tk

=
u(ri, tk)− u(ri−1, tk)

∆r
+O(∆r),

∂2u

∂r2

∣∣∣∣
t=tk

=
u(ri+1, tk)− 2u(ri, tk) + u(ri−1, tk)

∆r2
+O(∆r2),

(3.15)

in which ∆r is a space step, and ∆t is time step. With tk = (k−1)∆t and ri = (i−1)∆r, i = 1, 2, ...,M .

Therefore, the problem to solve is reduced to the following discretized equations, obtained form
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Eqs. (2.77):

u(ri, tk) =
1

Y1

[
e0Z1 +

E4

E3

(
Grθ(ri, tk) +Gmφ(ri, tk)

)
+Rv(ri, tk)

+
u(ri+1, tk)

E1E3∆r2
+

(
1

E1E3∆r2
− S

∆r

)
u(ri−1, tk)

]
,

v(ri, tk) =
1

Y1

[
e0Z2 −Ru(ri, tk) +

v(ri+1, tk)

E1E3∆r2
+

(
1

E1E3∆r2
− S

∆r

)
v(ri−1, tk)

]
,

θ(ri, tk) =
1

Y2

[
e0Z3 +

E2

PrE5∆r2
θ(ri+1, tk) +

(
E2

PrE5∆r2
− S

∆r

)
θ(ri−1, tk)

]
,

φ(ri, tk) =
1

Y3

[
e0Z4 +

(
1

Le∆r2
+

Nt

LeNb∆r2

)
φ(ri+1, tk) +

(
1

Le∆r2
+

Nt

LeNb∆r2
− S

∆r

)
φ(ri−1, tk)

]
,

(3.16)

where

Z1 =λk−1u(ri, t0) +
k−1∑

A=1

(λA−1 − λA)u(ri, tk−A), Z2 = λk−1v(ri, t0) +
k−1∑

A=1

(λA−1 − λA)v(ri, tk−A),

Z3 =λk−1θ(ri, t0) +
k−1∑

A=1

(λA−1 − λA)θ(ri, tk−A), Z4 = λk−1φ(ri, t0) +
k−1∑

A=1

(λA−1 − λA)φ(ri, tk−A),

Y1 =
∆t−α

Γ(2− α)
+

2

E1E3∆r2
+
E6

E3

M2 − S

∆r
+

Kp

E1E3

,

Y2 =
∆t−α

Γ(2− α)
+

2E2

PrE5∆r2
+

Q

PrE5

− S

∆r
,

Y3 =
∆t−α

Γ(2− α)
+

2

Le∆r2
+

Nt

LeNb∆r2
− S

∆r
+ Leλ

∗(1 + γθ(ri, tk))
m exp(− EE

1 + γθ(ri, tk)
),

e0 =
∆t−α

Γ(2− α)
, λA = (A+ 1)1−α − (A)1−α.

3.3.2 Numerical results

The numerical solutions for the velocity, temperature and concentration are obtained by means

of the above developed finite difference method combined with an L1-algorithm. The effects of the

nanoparticle volume fraction ψ, fractional derivative parameters α, magnetic parameter M together

with nanoparticle shape factor m = 3
η
, with η being the sphericity of nanoparticles on flow and heat

transfer are analyzed. The numerical results are addressed for α = 0.5,M = 55, Gr = 250, Gm =

150, F = 1, P r = 300, R = 500,m = 1, Kp = 500, λ∗ = 2.5, Le = 30, γ = 1.5, Nt = 0.3, Nb =

0.3, EE = 1, Q = 3000, S = −20. In figure 3.7, the variation of nanoparticles for the value of ψ = 0.05

shows us that the SWCNTs particles accelerate the movement of the nanofluid the most compared

to the others: Cu, TiO2 and Al2O3, respectively. Moreover, the Cu particles have a higher velocity

than the Al2O3 particles in the blood nanofluid, represented here by the first figure on the left. This

behaviour has also been observed in Ref. [3].
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Figure 3.7: Velocities of differents nanoparticles for ψ = 0.05.

The right panel of figure 3.7 explains the motion of the nanoparticles in rotation, we observe a

decrease in the velocities of Cu which has the lowest velocity followed by TiO2, Al2O3 and SWCNTs

respectively in an increasing manner.

Figure 3.8: Concentration and Temperature of differents nanoparticles for ψ = 0.05.

Figure 3.8 shows the evolution of the concentration and the temperature in the medium. We no-

ticed that TiO2 has the highest temperature and concentration, followed, respectively, by SWCNTs,

Al2O3 and Cu. This has been extensively studied by Hady at al. [188] who obtained results different

form those presented in this work. This is probably due to the fact that TiO2 nanoparticles are

proved to have better cooling performance for this problem than the other two types of nanoparticles

Cu and Al2O3.

Figure 3.9: Effect of fractional parameter for the concentration and temperature respectively.
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Figure 3.10: Effect of fractional parameter on velocity of nanoparticles: SWCNTs, TiO2, Cu respec-

tively.

Figure 3.11: Effect of fractional parameter on velocity of nanofluid for: SWCNTs, Al2O3, TiO2

respectively.

In Figures 3.9, 3.10 and 3.11, the impact of the fractional-order parameter is studied. We observe

that the increase of α causes a decrease in the concentration, temperature, particle velocity and

even fluid velocity. This parameter reacts more significantly in the case of SWCNTs compared to

the various other nanoparticles which is illustrated in figure 3.11. The fractional-order parameter

plays a very important role in the calibration of velocity, concentration and temperature distributions

[41, 139, 180, 181]. It allows an initialization of the system according to the study and treatment

carried out, generally observed during surgical interventions, on the optimisation or stability of energy

transport in many dynamic systems.

Figure 3.12: Effect of magnetic parameter on velocities for: SWCNTs and Al2O3.
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In Figure 3.12, the increase of the magnetic field also causes the decrease of different velocities,

thus making the medium more viscous which produces forces of resistance making the velocity to

slow down [182]. The very low values of the magnetic field in the two nanoparticle cases considered

in Figure 3.12, increasingly boost the velocity distributions initially obtained in Figure 3.7.

Figure 3.13: Effect of thermal Grashof number for: SWCNTs and Al2O3.

Figure 3.14: Effect of mass Grashof number for: SWCNTs and Al2O3.

The Grashof parameters in Figures 3.13 and 3.14, contribute to the increase of the velocity of

nanofluid when they also increase.

Figure 3.15: Effect of Brownian motion and Thermophoresis parameter.

The concentration of the medium grows with increasing values of the thermophoresis parameter

shown by Figure 3.15. This parameter is greater than the noise parameter, which causes the decrease

of concentration. The thermophoretic force cause the concentration layer to move from the lower
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region to the higher one. Similarly, the faster random motion of particles in nanofluids elevates the

Brownian forces to boost the concentration layer.

Figure 3.16: Effect of rotating parameter on nanofluid velocity for: SWCNTs and Al2O3.

Figure 3.17: Effect of rotating parameter on nanoparticles velocity for: SWCNTs and Al2O3.

For the rotation parameter, Figures 3.16 and 3.17, show that the more the rotational movement of

the nanoparticles accelerates, the more the velocity of the nanofluid increases and the nanoparticles

decrease. So the rotational motion allows the particles to calibrate their velocities and move either

slowly or quickly [141,186].

Figure 3.18: Effect of suction parameter on the concentration and temperature case of SWCNTs.
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Figure 3.19: Effect of suction parameter on the nanofluid velocity for: SWCNTs and Al2O3.

Figures 3.18 and 3.19, give the evolution of the parameter of the velocity of the global transport.

For increasing values of this parameter, the concentration has two domains. The first one increases

with the amplitude of the concentrations. For the second one, more the parameter increases, more the

concentration decreases. This marks an inflection zone between the central lines and the walls of the

tube. Thus, as the suction parameter increases, the temperature increases, creating a bifurcation in

the spatial evolution of the concentration for the different particles and the blood-nanofluid velocity

distribution, as noticed for SWCNTs, while for Al2O3, the increase of the suction parameter increases

with the ensembled velocity and does not produce any bifurcation.

Figure 3.20: Effect of heat source parameter case of SWCNTs.

While for the temperature the evolution of this number increases the amplitude. The increase of

the heat source variable in Figure 3.20, contributes to the decrease of the system. The same remarks

are valuable for the case of SWCNTs, whose concentration, temperature and velocity distributions

are decreasing. This also applies to the other nanoparticles, Al2O3, TiO2, Cu, which also decrease

with the heat source parameter. This is in line with the study done by Choi and Eastman, and

Tabi [4, 139] where nanoparticles were not taken into account.
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Figure 3.21: Effect of the radiation parameter case of SWCNTs.

Figure 3.22: Effect of the radiation parameter case of TiO2.

The radiation parameter F is investigated in Figures 3.21 and 3.22, respectively for the cases

of SWCNTs and TiO2. Bifurcations are created in all distributions of the system where the values

are increasing in the central lines and decreasing near the vessel walls for increasing values of the

radiative parameter as shown in Figures 3.21 and 3.22. An increase in F leads to an enhancement

in the velocity, temperature and concentration distributions across the boundary layer. The effect

of thermal radiation is to enhance heat transfer, this is because thermal boundary layer thickness

increases with an increase in the thermal radiation.

Figure 3.23: Effect of Prandt number.

The Prandtl number, as shown in Figure 3.23, also gives rise to an inflection zone in the system.

The more this number increases, the more the amplitude of the system decreases and the first zone
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decreases up to a certain distance. Then, we observe a growth of the system.

These parameters in Figures 3.20, 3.21, 3.22 and 3.23, allow us to better control the problems

related to thermoregulation during hyperthermia in the presence of a heat source.

Figure 3.24: Effect of chemical reaction rate and Lewis number.

Figure 3.24 displays the chemical reaction rate, when it increases, the concentration in the medium

also decreases, and for the Lewis number the more it increases, the less are the concentration, which

makes the medium less viscous.

Figure 3.25: Concentration of SWCNTs, Al2O3, TiO2 for ψ ∈ [0.05, 0.4].

Figure 3.26: Temperature of SWCNTs, Al2O3, TiO2 for ψ ∈ [0.05, 0.4].

We noticed a decrease in both the concentration and the temperature for the increasing values of

ψ, and for Figures 3.25, 3.26 the solid volume fraction evolves in an increasing manner and higher than
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the value 0.1, to observe its evolution for different structures. It is observed, for the concentration

and the temperature, a birth of an inflection zone for which of an initial time until a certain time,

we have a decrease of the parameters of distributions. After this time, a growth of the system is

observed, then for small values of ψ, we observe a certain order of the system and for large values of

ψ a certain disorder is observed. This is illustrated by Figures 3.27 and 3.28, which led us to study

the evolution of nanoparticles for larges values of ψ.

Figure 3.27: Velocity of SWCNTs for ψ ∈ [0.05, 0.4].

Figure 3.28: Velocity of Al2O3 for ψ ∈ [0.05, 0.4].

We note the drop in concentration and temperature of TiO2 up to the inflection point, while for

the velocities it turns out that the SWCNTs particle has to be able to move faster in the medium

and to accelerate the dynamics of the nanofluid showing by Figure 3.29. As far as Cu is concerned,

it moves slowly but with this ability to speed up the velocity of the nanofluid compare to Al2O3 and

TiO2 for a large ψ.
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Figure 3.29: Velocities of differents nanoparticles for ψ = 0.4.

Figure 3.30: Effect of porosity parameter for SWCNTs and Al2O3.

Figure 3.31: Effect of activation energy for SWCNTs and Cu.

Figure 3.30, gives the evolution of the velocity of the fluid for the increasing porosity parameter,

it allows the decrease of the velocity and thus makes the medium more viscous. And so, we observe in

Figure 3.31 an increase in the activation energy allowing a growth of the concentration characterizing

the presence of several nanoparticles.
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Figure 3.32: Concentration of SWCNTs, Al2O3, TiO2 for ψ < 0.1.

Figure 3.33: Temperature of SWCNTs, Al2O3, TiO2 for ψ < 0.1.

So for small value of Le the concentration tends to be very high and we have high mass diffusivity.

Figures 3.32 and 3.33 show the concentration and temperature respectively of the solid volume fraction

of nanoparticles for the values ψ < 0.1.

Figure 3.34: Velocity of SWCNTs for ψ < 0.1.
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Figure 3.35: Velocity of Al2O3 for ψ < 0.1.

Then, for the case of SWCNTs and Al2O3, the velocity are represented in Figures 3.34 and 3.35,

where the overall velocity of the nanofluid increases with the increase of the solid volume fraction

parameter. On the other hand, the velocity of the nanoparticles decreases for the case of Al2O3. In

another development, for the case of SWCNTs, we observe a random decrease of the nanoparticles

velocity with the increase of ψ. This is similar to the study of Zahir et al. [146].

Figure 3.36: Concentration and Temperature of differents nanoparticles for ψ = 0.4.

In figure 3.36, the evolution of concentration and temperature have been expressed. We realized

that for a big value of ψ the nanoparticle TiO2 reduced considerably compared to the small value of

ψ, then in this case, when the viscocity of nanofluid increases the concentration and the temperature

of the medium tend to decrease.

Figure 3.37: Effect of different Sphericity parameter for SWCNTs, TiO2 and Cu.
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Figure 3.38: Effect of different Sphericity parameter for SWCNTs, TiO2 and Cu.

Figure 3.39: Effect of different Sphericity parameter for SWCNTs, TiO2 and Cu.

Figures 3.37, 3.38, and 3.39 show the behaviour of the sphericity parameter of nanoparticle shapes

in the case of SWCNTs, TiO2, Cu, the more this parameter increases, the more the concentration,

the temperature and the velocity of the nanofluid evolve. Thus, adding to this type of study, which

was carried out by Timofeeva et al. [144] who were interested in the effects of particle shape on the

thermophysical properties of alumina nanofluids considered as base fluid.

3.4 Effects on temperature field in superdiffusion medium un-

der a fractional model

3.4.1 Numerical technique

After taking into account the influence of nanoparticles in the vessel by observing the reaction

of the different distributions of the system, we now consider the highly diffusive medium by taking

the cases without and with doping to highlight the behavior of nanoparticles in this type of medium.

This will allow to better understand the behavior of nanoparticles when they are in a superdiffusive

medium and to make predictions on how the medium could be doped. This study is conducted

numerically using the L1-algorithm method in (2.86), the time fractional derivate (0 < α < 1) is

discretized based on a finite difference approximation formulation shows in (2.145).
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Applying the forward, central difference given below:

∂u

∂t

∣∣∣∣
t=tk

=
u(yi, tk)− u(yi, tk−1)

∆t
+O(∆t),

∂u

∂y

∣∣∣∣
t=tk

=
u(yi+1, tk)− u(yi−1, tk)

2∆y
+O(∆y),

∂2u

∂y2

∣∣∣∣
t=tk

=
u(yi+1, tk)− 2u(yi, tk) + u(yi−1, tk)

∆y2
+O(∆y2),

∂4u

∂y4

∣∣∣∣
t=tk

=
u(yi−2, tk)− 4u(yi−1, tk) + 6u(yi, tk)− 4u(yi+1, tk) + u(yi+2, tk)

∆y4
+O(∆y4),

(3.17)

where, ∆y is a space step, ∆t is time step. With tk = (k − 1)∆t and yi = (i− 1)∆y, i = 1, 2, ...,M .

Then, taking (2.145) in (2.86) and considering the finite differences above, we get the following

numerical result:

uki =
1

Y1

[
e0Z1 + λ−α

(
1

E3

(A0 + A1 cos(ωt))− Pvki
(
uki+1 − uki−1

2∆y

)
+

1

E1E3Re

(
uki+1 + uki−1

∆y2

)

− R

E3

(
uki−2 − 4uki−1 − 4uki+1 + uki+2

∆y4

)
+
E4

E3

GrT ki

)]
,

T ki =
1

Y2

[
e0Z2 + λ−α

(
E2

E5Pe

(
T ki+1 + T ki−1

∆y2

)
− E2

E5Pe1

(
T ki−2 − 4T ki−1 − 4T ki+1 + T ki+2

∆y4

)

− Pvki
(
T ki+1 − T ki−1

2∆y

)
+

Da

E1E5Q

(
uki+1 − uki−1

2∆y

)2

+
E6M

2

E5Q

(
uki

)2)]
,

(3.18)

with

Z1 =λk−1u(yi, t0) +
k−1∑

A=1

(λA−1 − λA)u(yi, tk−A), Z2 = λk−1T (yi, t0) +
k−1∑

A=1

(λA−1 − λA)T (yi, tk−A),

Y1 =
∆t−α

Γ(2− α)
+

2λ−α

E1E3Re∆y2
+

6Rλ−α

E3∆y4
, Y2 =

∆t−α

Γ(2− α)
+

2E2λ
−α

E5Pe∆y2
+

6E2λ
−α

E5Pe1∆y4
,

e0 =
∆t−α

Γ(2− α)
, λA = (A+ 1)1−α − (A)1−α.

3.4.2 Numerical results

The different information on the flows will be obtained by numerical simulations, using the solution

given by relation (3.18) above, itself obtained by the L1-algorithm method which will allow us to

have a numerical scheme of speed and temperature distribution under the influence of the fractional

parameter. The numerical results are presented in figures (3.40) to (3.55), where the temperature

and velocity distributions of the fluid under the influence of the fractional parameter are represented

graphically. The effects of the latter are discussed in various cases where they are taken for the

large and small values respectively of the magnetic parameter (M), the Grashof number (Gr), the

porosity parameter (Da), the parameter translating the sources of metabolic heat (Q), the radiation

parameter (P ), the Peclet number (Pe), the Reynold number (Re), and the rotation parameter of the
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particles in the ambient environment, all of which are variables. On the other hand, figures (3.56) and

(3.57) show the variations in the amplitude of the wave by varying the parameter (A0) which is the

amplitude given by the pressure gradient. The result represented here brings a certain interest in the

studies carried out by Misra et al. [150] who did not insist on a very diffusive heat exchange medium

within fractional effect. In the set of numerical results presented below, the rest of the parameter

values have been set as follows: q = 4, M = 300, Gr = 2.5∗103, Da = 50, Q = 1, P = 400, P1 = 100,

Pe = 1, Pe1 = 106, Re = 0.5, R = 10−6, A0 = 2.5 ∗ 103, A1 = 13, and ω = π/4.

Figure 3.40: Effects of small values of fractional parameter on the velocity and temperature respec-

tively.

Figure 3.41: Effect of high values of fractional parameter on the velocity and temperature respectively.

Figure 3.42: Effect of fractional parameter between 0.67 and 0.82 on the velocity and temperature

respectively.
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In our system the fractional derivative parameter lowers the distributions of heat and velocity

represented by figure (3.40) and (3.41), up to a critical value of α = 0.68 illustrated in figure (3.42),

where we observe the birth of three zones at the extremities of the plates.

Figure 3.43: Effect of the magnetic parameter on the temperature respectively for the case of α = 0.5

and α = 0.73 .

The effects of the magnetic field were observed for the mean value of the fractional parameter

α = 0.5, before that of the critical zone figure (3.43). We note that, for small values of α, the

magnetic parameter increases considerably with the growth of the field, while for large values of α

precisely in the zone of disturbance the temperature evolves very slightly with the increase of the

magnetic field.

Figure 3.44: Effect of the thermal Grashof number for α = 0.5.

The same phenomenon is also observed for the Grashof parameter in figure (3.44) for the mean

value of α, where velocity and temperature increase strongly with the growth of Gr. For the value

α = 0.73 in figure (3.45) the temperature changes its behavior and decreases with the evolution of

Grashof, while the velocity decreases in amplitude but continues to increase with the increase of Gr.
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Figure 3.45: Effect of thermal Grashof number for α = 0.73.

This implies that in figure (3.44), the forces of gravity have dominated the viscocity of the medium.

The less viscous the medium is, the more the flow is accelerated and the temperature of the medium

increases. On the other hand, in the case of figure (3.45), the gravity forces are dominated by the

viscocity of the medium. Therefore, the more viscous the medium, the less the flow of the fluid. This

makes the temperature distribution less turbulent.

Figure 3.46: Effect of porosity and heat source parameter for α = 0.5.

Figure 3.47: Effect of porosity and heat source parameter for α = 0.73.

The effect of porosity here is illustrated in figure (3.46) and (3.47), for the value of α = 0.5 the

temperature of the system increases with increasing porosity, which is very slight. For the value

α = 0.73, we noticed a strong increase in temperature. In figure (3.46) and (3.47), the effect of
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metabolic heat on the system is observed, for the value α = 0.5 the temperature decreases slightly

with a small initial amplitude. While for the value α = 0.73, the amplitude spike is more pronounced

and we always observe this rapid decrease in temperature for increasing values of Q.

Figure 3.48: Effect of radiation parameter for α = 0.5.

Figure 3.49: Effect of radiation parameter for α = 0.73.

For the radiation parameter, we observe in figure (3.48) the evolution of the temperature and the

velocity of the medium for the value α = 0.5. The more the radiation parameter is increasing, the

temperature of the system increases slightly. While for the velocity, we noticed the existence of two

zones, the first one being close to the initial plate showing a slight decrease of the velocity up to a

certain distance, suggesting a stagnation region of the particles in the medium. After this region,

we observed a slight increase in velocity towards the second plate. However, for the value α = 0.73,

the temperature and velocity variations are more pronounced with a general decrease in temperature

and velocity. The disappearance of the stagnation region is observed and the velocity distribution

decreases with the increase of the radiation parameter P .
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Figure 3.50: Effect of Peclet number for α = 0.5.

Figure 3.51: Effect of Peclet number for α = 0.73.

Figures (3.50) and (3.51) show the evolution of Pe and Pe1 respectively for α = 0.5 and α = 0.73.

We note that, for the value α = 0.5, the increase of the Peclet number and of the modified one

increases the temperature of the medium which is the same behaviour observed by Ali et al. [183].

The temperature variations are more pronounced for the Peclet parameter and less for the modified

one. Thus for the value α = 0.73, we observed three regions in the evolution of the temperature, at

the end of the plates the temperature decreases while at the center of the tube it increases with the

increase of the Peclets. This implies that for a problem of stenosis to boost the temperature in the

center of the vessel and consequently create the particles, the large values of Peclet are recommended.

In addition, small values of Peclets are necessary to increase turbulence on the walls.

Figure 3.52: Effect of Reynold number for α = 0.5.
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Figure 3.53: Effect of Reynold number for α = 0.73.

Figures (3.52) and (3.53) express the effect of Reynold’s number in the system. For the value of

α = 0.5, the Reynold’s number increases with a slight increase of the temperature and the velocity

increases but in a very slight way. Therefore, for the value of α = 0.73, the temperature of the medium

varies very significantly up to a certain limit. And for this limit, the velocity of the fluid becomes

very low and uniform. In this case, the increase of Re causes a decrease in the velocity distribution

which is the opposite behaviour to that of α = 0.5. These results are in the same line with those of

Shang et al. [184].

Figure 3.54: Effect of rotating parameter for α = 0.5.

Figure 3.55: Effect of rotating parameter for α = 0.73.

The increase of the rotating parameter R is observed in the figures (3.54) and (3.55). For the value

of α = 0.5, the variation of temperature and velocity is very small. For temperature, an increase in
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temperature is observed at the first plate and an increase in the rest of the regions. There is therefore

a reduction in velocity for this parameter. Finally, for the value of α = 0.73 the variations are very

strong, with an increase in speed and a decrease in temperature. This behavior is very different from

that of the value α = 0.5.

Figure 3.56: Effect of the amplitude parameter of the pressure gradient for α = 0.5.

Figure 3.57: Effect of the amplitude parameter of the pressure gradient for α = 0.73.

Figures (3.56) and (3.57) illustrate the influence of the pressure gradient amplitude parameter.

For α = 0.5, the increase in amplitude leads to a slight increase in the system amplitudes in a very

slight way. While for α = 0.73, the velocity of the medium always increases considerably. On the

other hand for the temperature, three zones are created including that near the plates with a tendency

to increase very slightly. But in the center of the tube, a decrease in amplitude and temperature is

observed.

In the following, we observe the behaviour of different nanoparticles (SWCNTs, MWCNTs, Fe2O3,

TiO2, CuO) on the propagation of velocity waves and temperature distribution, by varying the

fractional parameters, the volume fraction and the rotation parameter. We will make a comparative

study between the cases where nanoparticles are neglected and the case where they are fully taken

into account with immediate effect.
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Figure 3.58: Velocity and Temperature of differents nanoparticles for α = 0.5, ψ = 0.05 when

R = 10−5.

Figure (3.58) shows the effect of the variations of the fractional parameter (α = 0.5), the volume

fraction (ψ = 0.05) and the rotation parameter (R = 10−5). For these particular values we observe

a very small variation for different nanoparticles (SWCNTs, MWCNTs, Fe2O3, TiO2, CuO) both

for the velocity propagation and the temperature distribution. These phenomena have already been

observed in [185,186].

Figure 3.59: Velocity and Temperature of differents nanoparticles for α = 0.5, ψ = 0.4 when R = 10−5.

Moreover, when we keep the values of the fractional parameter and the rotation parameter and

increase the fraction volume to ψ = 0.4, the variations are very significant as observed in figure (3.59).

This clearly confirms the results of [4, 23, 185, 188] with a regain of amplitude for the temperature

distribution, and a more explicit variation of the velocity waves.

We continue the same work, by taking a larger value of the fractional parameter (α = 0.73).
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Figure 3.60: Velocity and Temperature of differents nanoparticles for α = 0.73, ψ = 0.05 when

R = 10−5.

Figure 3.61: Velocity and Temperature of differents nanoparticles for α = 0.73, ψ = 0.4 when

R = 10−5.

It also appears that for ψ = 0.05, the propagation of the velocity and the temperature distribution

vary very weakly with a fall in term of amplitude of propagation. But on the other hand for ψ =

0.4, the variations remain significant with a conservation of the amplitude for the velocities of the

nanoparticles and a slight increase of the latter for the temperature distribution. It emerges from

this study that the nanoparticles investigated behave like energy activators capable of accelerating

or retarding the propagation speed of the fluid and the temperature distribution when "ψ" is taken

in a precise manner and α depending on the case. This is confirmed by the work of Ndjawa Yomi et

al. [185], who studied the fractional blood flow in a rotating nanofluid with nanoparticles of different

shapes under the influence of activation energy and thermal radiation. In addition, our results are

correlated with those of Timofeeva et al. [144], who investigated different shapes of particles and their

thermophysical properties. From a biological point of view, it follows that cardiovascular diseases,

different forms of cancer such as blood cancer in particular can be targeted and localised more precisely,

and thus attacked more effectively by means of nanoparticles through a boost of energy or a loss

depending on the case [189]. This reflects the fact that nanoparticles play a very important role in

new generation technology for the treatment of particular diseases such as cancer.
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After performing the variations of figures (3.58), (3.59), (3.60) and (3.61), for the case of the large

rotation parameter, the rest of the figures will be considered for this parameter when it is small.

Figure 3.62: Velocity and Temperature of differents nanoparticles for α = 0.5, ψ = 0.05 when

R = 10−6.

Figure 3.63: Velocity and Temperature of differents nanoparticles for α = 0.5, ψ = 0.4 when R = 10−6.

Figures (3.62) and (3.63) show the variation of the ψ parameter once more, but with (R = 10−6)

and (α = 0.5). This result is similar to the one observed in the work of Hady et al. [188], Misra et

al. [150]. Contrary to the previous study, we have a cohesion on the evolution of the velocity wave

and the temperature distribution for the value ψ = 0.05. This is because we have a very important

growth of "CuO" but a clear superposition of Fe2O3 and TiO2, which translates an identity in their

behaviour. However, they have different physicochemical properties.

In figure (3.63), for ψ = 0.4, we observe a slight decolourisation between the two latter nanopar-

ticles, this may imply on the biological level a perfect cohesion and synchronisation of the red blood

cells and an agent which can be considered here as a doping agent. It may or may not lower the blood

clotting rate. It may or not make them more efficient, and so on.
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Figure 3.64: Velocity and Temperature of differents nanoparticles for α = 0.73, ψ = 0.05 when

R = 10−6.

Figure (3.64) shows the behaviour of the nanoparticles for the reduced rotational motion. It

appears a decrease of the velocity waves and an increase of the temperature distribution, with a clear

distinction of different nanoparticles.

Figure 3.65: Velocity and Temperature of differents nanoparticles for α = 0.73, ψ = 0.4 when

R = 10−6.

In figure (3.65), the fraction volume being high, we observe a very preponderant increase of the

temperature, causing an increase of the velocity. It should be noted that the higher the temperature

of a nanoparticle, the less it will move in the medium. Biologically, the high presence of iron oxide

provides information on secondary iron overload and other forms of animal diseases such as hereditary

haemochromatosis, cancers, inflammatory disorders (chronic viral hepatitis, alcoholic hepatitis, etc.).
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Figure 3.66: Effect of different Sphericity parameter for CuO respectively the case of ψ = 0.05 and

ψ = 0.4 when α = 0.5 and R = 10−6.

Figure 3.67: Effect of different Sphericity parameter for Fe2O3 respectively the case of α = 0.73 and

α = 0.5 when ψ = 0.4 and R = 10−6.

With a view to reducing these iron oxide and copper oxide overloads, figures (3.66) and (3.67)

show the variation in the sphericity of the nanoparticles. Here, we see that the larger the sphericity,

the more the temperature and velocity distributions are reduced.

3.5 Conclusion

At the end of this chapter, the analytical and numerical studies of our different blood flow models

under the influence of magnetic field, heat transfer, thermal radiation, chemical reactions, nanofluid

rotations and fractional order derivatives were presented. The results obtained are a convergence of

ideas resolved by the analytical and numerical methods proposed. It follows that parameters such as

sphericity, volume fraction, magnetic field, Reynold’s number play a key role in the understanding of

the blood dynamics. The contribution of fractional order derivatives has allowed a clear observation

of the critical zones encountered in the flow, leading to a better control of the velocity, temperature

and concentration of the medium studied in time. The results also allow a good perception of the
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interactions and the evolution of the system between the nanoparticles present in the medium and

the different distributions studied.
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General Conclusion

At the end of our thesis, the fractional dynamics of blood flow in the presence of magnetic

field, thermal radiation, chemical reactions through a rotating nanofluid frame with different shapes

nanoparticles have been investigated. In the first chapter, we focused on the generalities of nanoscience

and nanotechnology in blood flow. The description of the different structures and materials encoun-

tered was presented, as well as their thermo-physical characteristics and their roles in the different

diseases encountered in the vessels. In the second chapter, we first presented the conservation law

which allowed us to derive the equations of motion and energy of the fluid for the case of an incom-

pressible fluid in a continuous medium. By applying considerations on the general forms of isotropy

more precisely in the case of Newtonian fluid, we end up with the Navier-Stockes equations considered

as a good approximation for the treatment of viscous media, 3-dimensional micro-fluid dynamics.

Subsequently, we presented the different fractional models used with the presence of external

magnetic field, thermal radiation, and nanoparticles. And finally, the presentation of the analytical

and numerical methods considered. As main we have the Laplace and Hankel transforms, the Caputo

approximation by finite differences (L1 algorithm method) which will be introduced in the velocity,

temperature and concentration distributions of our models. Chapter 3 presents the main results

and contribution of this thesis through the application of the analytical methods of Laplace and

Hankel, the fractional order derivatives according to Caputo and also through the application of

numerical methods such as finite differences, the Runge-Kutta method of order 4 (RK4), and the L1

algorithm method. It follows from this theoretical study that the motion of magnetic particles and

blood flow in the presence of temperature and Caputo’s fractional derivative. Considering the blood

vessel as a cylindrical elastic tube, analytical solutions for the nonlinear fractional equations have

been obtained through the Laplace transform, with respect to the time variable, and finite Hankel

transform. Numerical calculations have been conducted, where information have been recorded for

the blood temperature and both the blood and magnetic particle velocities. In general, for short

intervals of time the blood flows faster than the particles, while the inverse is observed for large

values of time, with magnetic particles being accelerated. The temperature increases from the center

of the vessel and drops near the wall and all flow characteristics remain very sensitive to the change



in the fractional-order parameter. The same results are obtained when the Reynolds number changes,

since the temperature, the blood velocity and particle velocity decrease with increasing the fractional

parameter. One also notices that the velocities of blood and particles are reduced with increasing H,
while the temperature remains an increasing function for both short and long time periods.

When the shapes of the different magnetized particles are taken into account along with the ro-

tations of the nanofluid under the effects of thermal radiation, thermal reaction and the external

magnetic field through a magnetohydrodynamic blood flow. The solution of the equations governed

by this problem will be observed numerically. We used the numerical L1-algorithm method of Caputo

fractional-order derivative operator. The results were plotted by using a Matlab code with different

parameters, such as magnetic (M), solid volume fraction (ψ), sphericity (η), etc., to observe their

influence in the velocity, temperature, and concentration. We concluded that mass transfer of blood,

alumina, tin, copper and SWCNTs onto a flat plate in the presence of a chemical reaction produces

a bifurcated system for high values of sphericity ψ for different forms of nanoparticles between the

central line and the vessel walls with oscillating flow. The presence of Cu-blood and SWCNT-blood

plays a dominant role in the flow field. Thermal radiation can influence the effective viscosity of the

fluid, which indirectly affects the velocity profile and increases the temperature at the vessel cen-

terline, which is very important during hyperthermia. This study improves on the one proposed by

Asifa et al. [187], where the model was a compressible form of heat transfer with a nanofluid hybrid

flowing over a rotating disk, and gives an idea of the influence of the shape of the nanoparticles in the

fractional blood flow model. It emerges from this study that the nanoparticles we are studying here

behave as energy activators capable of accelerating or retarding the propagation speed of the fluid

and the temperature distribution when "ψ" is taken in a precise manner and α depending on the

case. This complements and confirms the experimental study conducted by Timofeeva et al. [144],

who investigated the different shapes of the particles and their thermophysical properties. From a

biological point of view, it follows that cardiovascular diseases, different forms of cancer such as blood

cancer can be targeted and localised more precisely, and thus attacked more effectively by means

of nanoparticles through a boost in energy or a loss depending on the case [189]. This reflects the

fact that nanoparticles play a very important role in new generation technology for the treatment of

particular diseases such as cancer. On the other hand, for a case of fractional parameter variation in

superdiffusive medium, we have observed for the case of small values, a slight variation of the distri-

butions. While for large values of the fractional parameter we observed a large influence which makes

the system non-predictive for a precise interval and a decrease in the flow velocity. The addition of

fraction volume parameter which is the percentage of presence of nanoparticles and their forms must

be taken with caution, given the biological anomalies encountered. This allows a good regulation of

temperature and velocity distribution in the blood vessels. The shape and the nanoparticle parameter

thus play a very essential role for the temperature decrease in a fractional model. This study could
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shed light on the behavior of particles in the center and walls of the tube allowing the understanding

of blood diseases and also the transport of different organic cells in important and significant tem-

perature gradients, allowing a better dynamics.

F Open problems and future directions

Despite the results obtained in this thesis, other points of interest may be solved in the future:

� A fractional nanofluid in rotating blood flow in an oscillating elastic tube with thermal radiation,

magnetic field effects were realized with a periodic pressure gradient and the fractional model includes

the activation energy and shapes of nanoparticles. Some important phenomena are observed such as

heat propagation, particles concentration, motion and behavior of nanoparticles were examined in

the tube. Then the localization of the chaotic zones will be studied in our future works.

� Velocity, temperature and concentration play an important role in the internal dynamics of

the blood flow. The nanofluid flow is in contact with a thermal bath in the cell. Therefore, the

concentration of nanoparticles must be examined very carefully. Thus, it is necessary to explore the

role of different parameters with noise models in the formation of localized structures, where the

interaction of nanoparticles will be considered in the medium.

� Introduce machine learning models to better predict and optimize our different forms of magneto-

hydrodynamic models to make them more realistic in understanding the Physico-chemical phenomena

in the vessels.
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Appendices

APPENDIX A:

F1n(t) =
b0Re

cn
[(1−Ga1n)Ra,−1(−a1n, t)− (1−Ga2n)Ra,−1(−a2n, t)],

F2n(t) =
b1Re cos(ωt)

cn
[(1−Ga1n)Fa(−a1n, t)− (1−Ga2n)Fa(−a2n, t)],

F3n(t) =
γb0c

′
n

c2
n

[Rα,−1(−l2n, t)Fα(−l1n, t)(1− a2nG)−Rα,−1(−k2n, t)Fα(−k1n, t)(1− a1nG)]

F4n(t) =
γb1c

′
n cos(ωt)

c2
n

[Fα(−l2n, t)Fα(−l1n, t)(1− a2nG)− Fα(−k1n, t)Fα(−k2n, t)(1− a1nG)]

F5n(t) =
γb0

cn
[Rα,−1(−l2n, t)Fα(−l1n, t)(1− a2nG)−Rα,−1(−k2n, t)Fα(−k1n, t)(1− a1nG)]

F6n(t) =
γb1 cos(ωt)

cn
[Fα(−l2n, t)Fα(−l1n, t)(1− a2nG)− Fα(−k2n, t)Fα(−k1n, t)(1− a1nG)]

F7n(t) =
γb0G

cn
[a′2nRα,−1(−l2n, t)Fα(−l1n, t)− a′1nRα,−1(−k2n, t)Fα(−k1n, t)]

F8n(t) =
γb0

cn
[a′2n(1− a2nG)Fα(−a2n, t) (Rα,−1(−l2n, t)Fα(−l1n, t))

− a′1n(1− a1nG)Fα(−a1n, t) (Rα,−1(−k2n, t)Fα(−k1n, t))]

F9n(t) =
γb1G cos(ωt)

cn
[a′2nFα(−l2n, t)Fα(−l1n, t)− a′1nFα(−k2n, t)Fα(−k1n, t)]

F10n(t) =
γb1 cos(ωt)

cn
[a′2n(1− a2nG)Fα(−a2n, t) (Fα(−l2n, t)Fα(−l1n, t))

− a′1n(1− a1nG)Fα(−a1n, t) (Fα(−k2n, t)Fα(−k1n, t))]



APPENDIX B:

A1n(t) =
b0Re

cn
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cn

r2
n −ReH2
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− (1−Ga1n)e−a1nt

a1n

+
(1−Ga2n)e−a2nt

a2n
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b1Re
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(1−Ga2n)

a2
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γb0

cn
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1− e−l1nt
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1− e−k1nt
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A6n(t) =
γb1 cosωt

cn
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)
− a′1n

(
1− e−k1nt
k2nk1n

+
e−k1nt − e−k2nt
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a b s t r a c t 

The presence of magnetic particles is considered in a magneto-hydrodynamic blood flow through a circu- 

lar cylinder. The fluid inside the tube is acted by an oscillating pressure gradient and an external constant 

magnetic field. The blood temperature is assumed to change with the blood and particle velocities, and 

the whole study is based on a mathematical model that includes Caputo fractional-order derivatives. So- 

lutions for the particle and blood velocities, and blood temperature distribution, are obtained via the 

combination of the Laplace and Hankel transformation methods. Effects of the fractional-order parameter 

and magnetic field are addressed using numerical simulations. Results show that the applied magnetic 

field reduces the velocities of the fluid and particles, which remarkably affects the blood temperature. 

This is obvious for short and long time intervals. However, under long time intervals, particles seem to 

be accelerated, but their velocity is suitably controlled by the fractional-order parameter which also mon- 

itors the increase in blood temperature. 

© 2019 Elsevier Ltd. All rights reserved. 

1. Introduction 

Biomagnetic fluid dynamics (BFD) is a new branch of science 

which is devoted to the study of fluids that flow under the in- 

fluence of an external magnetic field. Recent advances in bioengi- 

neering and medical sciences have brought forth the importance of 

Biomagnetic fluids, with specific applications in targeted drug de- 

livery [1] , conception and development of magnetic devices for cell 

separation [2] , attenuation of bleeding during surgeries and treat- 

ment of cancer tumors through magnetic hyperthermia [3] . Indeed, 

blood is a biomagnetic fluid, due to the strong presence of the ery- 

throcytes playing the role of magnetic particles and the plasma as 

liquid carrier. Erythrocytes, or red blood cells (RBCs), are in fact 

negative charge carriers and this creates a magnetic field on the 

vessel wall, capable of influencing the pulsatile character of the 

blood flowing inside the vessel [4,5] . Moreover, the magnetization 

of blood can be augmented by adding artificially created nanopar- 

ticles to the flow as usually done in targeted drug delivery. More 

precisely, this implies that biofluids can behave like ferromagnetic 

fluids, reason why most of the magnetic particles that are fre- 

∗ Corresponding author. 

E-mail addresses: conrad@aims.ac.za , tabic@biust.ac.bw (C.B. Tabi), 

teko@aims.ac.za (T.G. Motsumi). 

quently used in bio-medicine are manganese ferrite (CoFe 2 O 4 ), iron 

oxides (Fe 2 O 3 or Fe 3 O 4 ), cobalt ferrite (CoFe 2 O 4 ) [6] , just to cite a 

few. One of the first models to address such aspect of BFD was 

proposed by Haik et al. [7] , where they made a comparative study 

between mathematical models for BFD and ferrohydrodynamics 

(FHD). However, they did not consider the induced magnetic field, 

but rather assumed that the flow was under the effect of an ap- 

plied magnetic field. This otherwise implies that biofluids should 

be considered electrically poor conductors, contrarily to what is re- 

ported in Refs. [8,9] and which supports that blood exhibits signifi- 

cantly high electrical conductivity, especially when additional mag- 

netic particles are injected in blood to carry drugs. This may justify 

the use of the principles of magnetohydrodynamics (MHD) [10,11] , 

which rely on the generation of Lorentz forces, in elaborating suit- 

able mathematical models. Sharma et al. [12] studied for example 

the effect of external uniform magnetic field on flow parameters of 

both blood and magnetic particles based on a mathematical model 

using the MHD approach. Magnetic Drug Targeting (MDT) tech- 

nique was used by Bose and Banerjee [13] , where FHD and MHD 

principles were coupled to track the magnetic particles under the 

effect of a magnetic field. Mondal and Shit [6] studied the motion 

of magnetic nano-particles in a biofluid, in the presence of exter- 

nally applied magnetic field, with strong applications to drug de- 

livery for some therapeutic procedures in the treatment of tumor 

https://doi.org/10.1016/j.chaos.2019.109540 

0960-0779/© 2019 Elsevier Ltd. All rights reserved. 
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cells, infections and removing blood clots. Kefayati [14] studied the 

effect of a magnetic field on non-Newtonian blood flow between 

two-square concentric duct annuli, and further extended the study 

to non-Newtonian blood flow in a cavity driven by the motion of 

two facing lids [15] . In both cases, the results showed that the in- 

crement of Reynolds number augments the magnetic field effect 

on the flow of blood. 

In most of the above contributions, biofluid-related problems 

were solved using classical models, i.e., with integer derivatives. 

Most of physical problems nowadays have found suitable formu- 

lation using the idea of fractional derivative, with applications in 

dynamical systems [16,17] , neural systems [18,19] , biophysics [20] , 

mathematical biology [21] , viscoelasticity [22,23] and fluid dynam- 

ics [24,25] . In that respect, Nehad et al. [26] and Ali et al. [27] stud- 

ied blood flow with magnetic particles and magnetic field effect 

using the Caputo fractional derivatives concept in the fractal the- 

ory, starting from the classical model [28–32] . Generalized sec- 

ond grade fluids with Caputo-Fabrizio derivative were studied by 

Sheikh et al. [33] , using the MHD formulation. Heat and mass 

transfer of differential-type fluids, with fractional Caputo deriva- 

tives were analyzed by Imran et al. [34] . Bansi et al. [5,35] pro- 

posed a fractionalized model to study the effect of heat trans- 

fer and magnetic field on the blood flowing inside oscillatory 

arteries and periodic pressure gradient. More recently, the effect of 

magnetic fields on blood flow was studied by Ali et al. [36] us- 

ing the Caputo-Fabrizio derivative, with blood considered as a 

Casson fluid, with magnetic particles, flowing in the cylindrical 

domain. 

The main objective of the present work is to study a mathe- 

matical model of blood flow in presence of magnetic particles and 

blood temperature, using Caputo fractional derivatives [37,38] . Ex- 

ternal magnetic effects are considered and the blood in the ves- 

sel is assumed to be acted by a periodic pressure gradient. The 

mathematical model, which includes Caputo fractional derivatives, 

is generalized from the model containing integer derivatives, and 

solutions for the blood velocity, particle velocity and blood temper- 

ature are obtained by conjointly making use of the finite Hankel 

and Laplace transforms. Since Laplace transformed expressions of 

velocities and temperature are functions of a modified Bessel func- 

tion, the inverse Laplace transform is difficult to find traditionally. 

This is therefore done numerically, where we address the effect of 

some flow parameters such as the Reynolds and Hartmann num- 

bers on the joint dynamics of blood and particles, along with the 

change in blood temperature, when the fractional-order parameter 

is varied. 

2. Model equation and general analytical solution 

2.1. Mathematical modeling of the problem 

In the present model, blood, which is considered as a non- 

Newtonian fluid, is assumed to flow in a cylindrical vessel of ra- 

dius R 0 , together with magnetic particles (see Fig. 1 ). This makes 

a two-phase mixture, with the solid phase consisting of magnetic 

particles and the liquid phase being the blood. We consider the 

magnetic particles to be uniformly distributed in the blood, while 

the ensemble flows in the axial direction x of the vessel. The mag- 

netic field acts perpendicular to the vessel and the induced mag- 

netic field is neglected because of the smallness of the magnetic 

Reynold’s number [39] . The particles, the tube and the blood inside 

are supposed to be at rest at t = 0 . Particles are subjected to an 

electromotive force resulting from the interaction of current with 

the magnetic field. Its expression can be found in Refs. [6,12,36] in 

the form 

−→ 

f em 

= −σB 

2 
0 U(r, t) 

−→ 

i , (1) 

Fig. 1. Schematic representation of the model geometry with orange spots being 

the magnetic particles. 

with 

−→ 

i being the unit vector in the x −direction and U ( r, t ), the 

axial velocity of the blood. B 0 is a uniform magnetic field and σ
the electrical conductivity. The equation describing the motion of 

magnetic particles is governed by the Newton’s second law and is 

given in the form [6,12,36] 

m 

∂v 
∂t 

= K(U − V ) , (2) 

where K is the Stokes constant, m is the average mass of the mag- 

netic particles and V is the velocity of the particles. 

The unsteady pulsatile flow of blood in an axisymmetric cylin- 

drical blood vessel of radius R 0 , considered to be affected by a 

uniform transverse magnetic field B 0 , is governed by the following 

momentum equation in polar coordinates [5,35] 

ρ
∂U 

∂t 
= −∂P 

∂x 
+ 

1 

r 

∂ 

∂r 

(
rμ

∂U 

∂r 

)
+ KN(V − U) − σB 

2 
0 U , (3) 

where P is the blood pressure. μ, σ and ρ are the dynamic co- 

efficient of viscosity, the electrical conductivity and the density of 

blood, respectively. N is the number of magnetic particles per unit 

volume. The first three terms on the right-hand side of Eq. (3) rep- 

resent the pressure gradient, the viscosity and the force generated 

by the relative motion between the fluid and the particle. The last 

term stands for the Lorentz force brought by the magnetic field. 

The oscillating pressure gradient ∂P 
∂x 

is given by 

−∂P 

∂x 
= b 0 + b 1 cos (ωt) , t > 0 (4) 

where b 0 and b 1 are the amplitude of the systolic and diastolic 

pressure gradient, respectively [12,35,40] , with ω being the fre- 

quency. Eq. (3) can also be rewritten, by introducing the kinematic 

viscosity ˆ μ = μ/ρ, as 

∂U 

∂t 
= 

1 

ρ
(b 0 + b 1 cos (ωt)) + 

1 

r 

∂ 

∂r 

(
r ̂  μ

∂U 

∂r 

)
+ 

KN 

ρ
(V −U) − σB 

2 
0 U 

ρ
. 

(5) 

The energy equation, related to thermal radiation is given 

by [4,5] 

ρC p 
∂T 

∂t 
= κ

1 

r 

∂ 

∂r 

(
r 
∂T 

∂r 

)
− ∂ q r 

∂r 
+ μ

(
∂U 

∂r 

)2 

, t > 0 , r ∈ [0 , R 0 ] , 

(6) 

where the term ˆ μ
(

∂U 
∂r 

)2 
in (6) represents the viscous dissipation 

due to the assumption of the unidirectional flow. C p and κ rep- 

resent the specific heat at constant pressure and thermal conduc- 

tivity. The radiative flux q r is written assuming that blood is an 
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optically thin fluid with a relatively low density and heat absorp- 

tion coefficient. q r can then be simplified as proposed by Cogley 

et al. [41] in the form 

∂q r 

∂r 
= 4 α2 (T − T ∞ 

) , 

∂U 

∂x 
= 0 , T = T ∞ 

on r = 0 

U = 0 , T = T w 

on r = R 0 , 

(7) 

where α2 = 

∫ ∞ 

0 φχ ∂B 
∂T 

is the linear Planck mean absorption coeffi- 

cient, with B and φ being respectively the Planck’s constant and 

radiation absorption coefficient, and χ being the frequency. The 

above formulated models equations correspond to the initial and 

boundary conditions 

U(r, 0) = 0 , V (r, 0) = 0 , T (r, 0) = T ∞ 

, r ∈ [0 , R 0 ] ;
U(R 0 , t) = 0 , V (R 0 , t) = 0 , T (R 0 , t) = T w 

, t > 0 . 
(8) 

The set of model Eqs. (2) , (3) and (6) can be generalized to their 

time-fractional versions by multiplying each of them by λ = 

√ 

R 0 ρ
b 0 

. 

This leads to the fractional-order equations 

λa D 

a 
t U = 

λ

ρ
[ b 0 + b 1 cos (ωt)] + λ̂ μ

(
∂ 2 U 

∂r 2 
+ 

1 

r 

∂U 

∂r 

)
− λKN 

ρ
(V − U) − λσB 

2 
0 

ρ
U, (9a) 

λa D 

a 
t V = 

λK 

m 

(U − V ) , (9b) 

−λa D 

a 
t T = − κ

ρC p 

(
∂ 2 T 

∂ r 2 
− 1 

r 

∂T 

∂r 

)
+ 

4 α2 

ρC p 
(T − T ∞ 

) + 

μ

ρC p 

(
∂U 

∂r 

)2 

, 

(9c) 

where 

D 

a 
t f (r, t) = 

1 

�(1 − a ) 

∫ t 

0 

1 

( t − τ ) a 
∂ f ( r, τ ) 

∂τ
dτ (10) 

is the Caputo fractional derivative of order a [18,19,37,38] . In the 

meantime, recent works have developed new directions in frac- 

tional derivative operators and using Mittag-Leffler functions. For 

example, a new definition of fractional derivative, with a smooth 

kernel which considers two different representations for the tem- 

poral and spatial variable, was proposed in Ref. [42] . Operators 

including the Atangana-Beleanu (AB) derivative and the Caputo- 

Fabrizio derivative, respectively related to the Mittag-Leffler law 

and the exponential law were applied to the non-linear Kaup- 

Kupershmidt equation [43] . Making use of the traditional Ca- 

puto derivative and Caputo-Fabrizio derivative with fractional or- 

der and no singular kernel, the nonlinear Kaup-Kupershmidt was 

extended to the span of fractional calculus by Atangana and 

Doungmo [44] . Moreover, further relationship and new results of 

Atangana-Baleanu derivative, with some integral transform opera- 

tors, were obtained from a simple nonlinear system [45] . Another 

important feature of the non-local and non-singular kernel opera- 

tor was pointed out and applied to chaotic models whose the bi- 

furcation, period doubling dynamics and chaotic behaviors were 

discussed [46,47] . Additionally, the AB fractional derivative with 

non-singular kernel and non-local kernel was applied to chaotic 

processes with two-parameter derivative, including non-singular 

and non-local kernel based on the one-parameter Mittag-Leffler 

function [46,47] . To further proceed, the following dimensionless 

variables can be introduced 

r ∗ = 

r 

R 0 

, t ∗ = 

t 

λ
, U 

∗ = 

U 

U 0 

, V 

∗ = 

V 

U 0 

, b ∗0 = 

λb 0 
ρU 0 

, b ∗1 = 

λb 1 
ρU 0 

, 

ω 

∗ = λω, T ∗ = 

T − T ∞ 

T w 

− T ∞ 

. (11) 

Considering all the above and dropping the ( ∗) notation, we get the 

following fractionalized set of equations 

D 

a 
t U = [ b 0 + b 1 cos (ωt)] + 

1 

Re 

(
∂ 2 U 

∂r 2 
+ 

1 

r 

∂u 

∂r 

)
− R (V − U) − H 

2 U, 

(12a) 

GD 

a 
t V = U − V, (12b) 

−D 

a 
t T + 

κ

ρC p 

(
∂ 2 T 

∂ r 2 
+ 

1 

r 

∂T 

∂r 

)
− 4 α2 

ρC p 
T = − ˆ μ

C p 

(
∂U 

∂r 

)2 

, (12c) 

where Re = 

R 2 
0 

λ̂ μ
is a Reynold number, R = 

KNλ
ρ is a particle concen- 

tration parameter, H = B 0 R 0 

√ 

σ̂ μ is a magnetic parameter or Hart- 

mann number, G = 

m 

Kλ
is the particle mass parameter. The initial 

and boundary conditions then become 

U(r, 0) = 0 , V (r, 0) = 0 , T (r, 0) = 0 , r ∈ [0 , 1] , 

U(1 , t) = 0 , V (1 , t) = 0 , T (1 , t) = 0 , t > 0 . 
(13) 

3. Solution of the mathematical model 

To solve the mathematical model (12) , we make use of the 

Laplace transform with respect to time and the Hankel transform 

with respect to the radial variable. The temporal transformation 

then leads to the equations 

s a U (r, s ) = 

1 

Re 

[
∂ 2 U (r, s ) 

∂r 2 
+ 

1 

r 

∂ U (r, s ) 

∂r 

]
+ 

b 0 
s 

+ 

b 1 s 

s 2 + ω 

2 
+ R V (y, s ) 

− (R + H 

2 ) U (r, s ) , (14a) 

V (r, s ) = 

U (r, s ) 

Gs a + 1 

(14b) 

s a T (r, s ) = 

κ

ρC p 

[
∂ 2 T (r, s ) 

∂r 2 
+ 

1 

r 

∂ T (r, s ) 

∂r 

]
− 4 α2 

ρC p 
T (r, s ) 

+ 

ˆ μ

C p 

(
∂ U (r, s ) 

∂r 

)2 

− ˆ μ

C p 
lim 

t→ 0 

{ ∫ t 

0 

(
∂U(r, τ ) 

∂r 

)2 

dτ

} 

, 

(14c) 

with U (1 , s ) = 0 , V (1 , s ) = 0 , and T (1 , s ) = 0 . In the rest of 

study, it is considered that lim t→ 0 

{∫ t 
0 

(
∂U(r,τ ) 

∂r 

)2 

dτ

}
→ 0 . Apply- 

ing the Hankel transform [4 8,4 9] of zero order to Eqs. (14a) and 

(14c) , and using the boundary conditions given in (13) , we obtain 

− r 2 n U H (y n , s ) 

Re 
= 

[
Gs 2 a + [1 + G (R + H 

2 )] s a + H 

2 

Gs a + 1 

]
U H (r n , s ) 

−
(

b 0 
s 

+ 

b 1 s 

s 2 + ω 

2 

)
J 1 (r n ) 

r n 
, (15) 

where U H (r n , s ) = 

∫ 1 
0 r U (r, s ) J 0 (rr n ) dy is the finite Hankel transform 

of function U (r, s ) and r n ( n = 1 , 2 , . . . . ) are positive roots of the 

equation J 0 (χ ) = 0 , J 0 being the Bessel function of the first kind of 

order zero. The inverse Laplace transform for Eq. (15) of fluid can 

be written in the equivalent form 

U H (r n , s ) = 

b 0 Re 

c n 

[
(1 − Ga 1 n ) 

s −1 

s a + a 1 n 
− (1 − Ga 2 n ) 

s −1 

s a + a 2 n 

]
J 1 (r n ) 

r n 

− b 1 Re 

c n 

s 

s 2 + ω 

2 

[
(1 − Ga 1 n ) 

s −1 

s a + a 1 n 

− (1 − Ga 2 n ) 
s −1 

s a + a 2 n 

]
J 1 (r n ) 

r n 
, (16) 
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Fig. 2. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for small values of time t , with S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , 

λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 , Re = 3 and H = 1 . Panels (aj) j=1 , 2 , 3 correspond to t = 0 . 05 , panels (bj) j=1 , 2 , 3 give results for t = 0 . 2 and panels (cj) j=1 , 2 , 3 correspond to t = 0 . 3 . In 

all the panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

where 

a 1 n = 

b n − c n 

2 Re G 

, a 2 n = 

b n + c n 

2 Re G 

, b n = Re [1 + G (R + H 

2 )] + Gr 2 n 

c n = 

√ 

b 2 n − 4 Re G ( Re H 

2 + r 2 n ) . (17) 

Inserting Eq. (16) into Eq. (14c) and applying the Hankel transform 

leads to 

T̄ H (r n , s ) = 

2 ̂  μRe 
(

A 0 
s 

+ 

A 1 s 
s 2 + w 2 

)
C p 

(
βr 2 n + s a + 

4 α2 

C p 

) ∂ 

∂r n 

[(
1 − a 1 n G 

s a + a 1 n 
− 1 − a 2 n G 

s a + a 2 n 

)
J 1 ( r n ) 

r n c n 

]
. (18) 

The Bessel expansion form, given by 

J n +1 (x ) = 

nJ n (x ) 

x 
− J ′ n (x ) and J n +1 (x ) − J n −1 (x ) = −2 J ′ n (x ) , (19) 

and the approximation 

∂ 

∂r n 

(
J 1 (r n ) 

r n c n 

)
= − J 2 (r n ) 

r n c n 
− c ′ n 

c 2 n 

(J 2 (r n ) + J ′ 1 (r n )) , 

∂ 

∂r n 

(
1 − a 1 n G 

s a + a 1 n 
− 1 − a 2 n G 

s a + a 2 n 

)
= 

−a ′ 1 n G (s a + a 1 n ) − a ′ 1 n (1 − a 1 n G ) 

(s a + a 1 n ) 2 

+ 

a ′ 2 n G (s a + a 2 n ) + a ′ 2 n (1 − a 2 n , G ) 

(s a + a 2 n ) 2 
(20) 

can be employed to expand Eq. (18) so that 

T̄ H 1 (r n , s ) = 

γ b 0 c 
′ 
n 

c 2 n 

J 1 (r n ) 

r n 

[
s −1 (1 − a 2 n G ) 

(s a + l 2 n )(s a + l 1 n ) 
− s −1 (1 − a 1 n G ) 

(s a + k 2 n )(s a + k 1 n ) 

]
+ 

sγ b 1 c 
′ 
n 

(s 2 + w 

2 ) c 2 n 

J 1 (r n ) 

r n 

[
(1 − a 2 n G ) 

(s a + l 2 n )(s a + l 1 n ) 

− (1 − a 1 n G ) 

(s a + k 1 n )(s a + k 2 n )) 

]
+ 

γ b 0 
c n 

J 2 
r n 

[
(1 − a 2 n G ) s −1 

(s a + l 2 n )(s a + l 1 n ) 

− (1 − a 1 n G ) s −1 

(s a + k 2 n )(s a + k 1 n ) 

]
+ 

γ b 1 s 

c n (s 2 + w 

2 ) 
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Fig. 3. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for large values of time t , with S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , 

λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 , Re = 3 and H = 1 . Panels (aj) j=1 , 2 , 3 correspond to t = 1 , panels (bj) j=1 , 2 , 3 give results for t = 3 and panels (cj) j=1 , 2 , 3 correspond to t = 5 . In all the 

panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

× J 2 
r n 

[
(1 − a 2 n G ) 

(s a + l 2 n )(s a + l 1 n ) 
− (1 − a 1 n G ) 

(s a + k 2 n )(s a + k 1 n ) 

]
, (21a) 

T̄ H 2 (r n , s ) = 

γ b 0 s 
−1 

c n 

J 1 (r n ) 

r n 

[ 

(−a ′ 1 n G ) 
(s a + k 2 n )(s a + k 1 n ) −

a ′ 1 n (1 −a 1 n G ) 

(s a + a 1 n )(s a + k 2 n )(s a + k 1 n ) 
+ 

a ′ 2 n G 
(s a + l 2 n )(s a + l 1 n ) + 

a ′ 2 n (1 −a 2 n G ) 

(s a + a 2 n )(s a + l 2 n )(s a + l 1 n ) 

] 

+ 

γ b 1 sJ 1 (r n ) 

c n (s 2 + w 

2 ) r n 

[ 

(−a ′ 1 n G ) 
(s a + k 2 n )(s a + k 1 n ) −

a ′ 1 n (1 −a 1 n G ) 

(s a + a 1 n )(s a + k 2 n )(s a + k 1 n ) 
+ 

a ′ 2 n G 
(s a + l 2 n )(s a + l 1 n ) + 

a ′ 2 n (1 −a 2 n G ) 

(s a + a 2 n )(s a + l 2 n )(s a + l 1 n ) 

] 

, (21b) 

where 

a ′ 1 n = 

(b ′ n − c ′ n ) 
2 Re G 

, a ′ 2 n = 

(b ′ n + c ′ n ) 
2 Re G 

, b ′ n = 2 Gr n , b n 1 = (βr 2 n + p + a 1 n ) , 

b n 2 = (βr 2 n + p + a 2 n ) , 

c ′ n = 

2 Gr n 

c n 

(
−Re + Re G (R + H 

2 ) + Gr 2 n 

)
, 

c n 1 = 

√ 

(βr 2 n + p + a 1 n ) 2 − 4 a 1 n (p + βr 2 n ) , 

c n 2 = 

√ 

(βr 2 n + p + a 2 n ) 2 − 4 a 2 n (p + βr 2 n ) , k 1 n = 

b n 1 − c n 1 
2 

, k 2 n = 

b n 1 + c n 1 
2 

, 

l 1 n = 

b n 2 − c n 2 
2 

, l 2 n = 

b n 2 + c n 2 
2 

, p = 

4 α2 

C p 
, γ = 

2 ̂  μRe 

C p 
. (22) 

In what follows, we make use of the special functions 

L −1 
{ 

1 

S a + m 

} 
= F a (−m, t) = 

∞ ∑ 

n =0 

(−m ) n t (n +1) a −1 

�(a (n + 1)) 
, a > 0 

L −1 
{ 

S γ

S a + m 

} 
= R a,γ = 

∞ ∑ 

n =0 

(−m ) n t (n +1) a −1 −γ

�(a (n + 1) − γ ) 
, Re (a − γ ) > 0 , 

(23) 
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Fig. 4. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for different values of Reynold number Re , at t = 0 . 2 (small value of time), with 

S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 and H = 1 . Panels (aj) j=1 , 2 , 3 correspond to Re = 3 , panels (bj) j=1 , 2 , 3 give results for Re = 4 and 

panels (cj) j=1 , 2 , 3 correspond to Re = 5 . In all the panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

where F a (., .) is the Robotnov-Hartley’s function, and R a, γ (., .) is the 

Lorenzo-Hartly’s function [50] . For the particular case a = 1 , Eq. (23) be- 

come 

F 1 (−m, t) = e −mt and R 1 , −1 (−m, t) = 

1 − e −mt 

m 

. (24) 

Based on the fact that T (r, t) = T 1 (r, t) + T 2 (r, t) , the inverse Hankel trans- 

form of Eqs. (16) and (21) leads to the solutions 

U(r, t) = 2 

∞ ∑ 

n =1 

J 0 (rr n ) 

r n J 1 (r n ) 
[ F 1 n (t) + F 2 n (t)] , 

T 1 (r, t) = 2 

∞ ∑ 

n =1 

(
J 0 (rr n ) 

r n J 1 (r n ) 
[ F 3 n (t) + F 4 n (t)] + 

J 0 (rr n ) J 2 (r n ) 

r n J 2 1 
(r n ) 

[ F 5 n (t) + F 6 n (t)] 

)
, 

T 2 (r, t) = 2 

∞ ∑ 

n =1 

J 0 (rr n ) 

r n J 1 (r n ) 
[ F 7 n (t) + F 8 n (t) + F 9 n (t) + F 10 n (t)] , for 0 < a < 1 

(25a) 
U(r, t) = 2 

∞ ∑ 

n =1 

J 0 (rr n ) 

r n J 1 (r n ) 
[ A 1 n (t) + A 2 n (t)] , 

T 1 (r, t) = 2 

∞ ∑ 

n =1 

(
J 0 (rr n ) 

r n J 1 (r n ) 
[ A 3 n (t) + A 4 n (t)] + 

J 0 (rr n ) J 2 (r n ) 

r n J 2 1 
(r n ) 

[ A 5 n (t) + A 6 n (t)] 

)
, 

T 2 (r, t) = 2 

∞ ∑ 

n =1 

J 0 (rr n ) 

r n J 1 (r n ) 
[ A 7 n (t) + A 8 n (t) + A 9 n (t) + A 10 n (t)] , for a = 1 

(25b) 

where F in and A in ( i = 1 , . . . , 10 ) are given in Appendices A and B, respec- 

tively. 

4. Results and discussion 

In this section, we collect the information due to the fractional- 

order parameter a and the other flow parameters, on temperature 
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Fig. 5. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for different values of Reynold number Re , at t = 3 (large value of time), with 

S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 and H = 1 . Panels (aj) j=1 , 2 , 3 correspond to Re = 3 , panels (bj) j=1 , 2 , 3 give results for Re = 4 and 

panels (cj) j=1 , 2 , 3 correspond to Re = 5 . In all the panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

T , fluid velocity U and particle velocity V using numerical simula- 

tions and solutions (25) . In that respect, we need positive solutions 

of the equation J 0 (x ) = 0 . The corresponding results are recorded 

in Figs. 2 –7 , where the effect of a is studied in different situa- 

tions related to changes in the Reynolds number ( Re ) and the Hart- 

mann number (H) . For the rest of the calculations, other parame- 

ter values have been considered as: A 0 = 10 −7 , A 1 = 10 −7 , S = 0.01, 

ω = π/ 4 , R = 0 . 2 , λ = 0 . 5 β = 0 . 5 and G = 0 . 8 . 

In Figs. 2 and 3 , we represent flow characteristics at small 

and high values of the time t , respectively. For the two cases, the 

temperature generally increases from the center of the vessel and 

drops near the wall. With the help of the fractional parameter, it is 

possible to control the increase of T , which is lower for a = 1 . We 

should however stress that blood temperature is higher for larger 

time. The same remark is made for the velocities, where the ve- 

locity of blood is higher than that of magnetic particles. This is 

different from the study proposed by Ali et al. [27] , where the frac- 

tional parameter was controlling only the velocities, while it con- 

trols both the velocities and the temperature in our case. 

Fig. 4 gives results for small values of time, i.e., t = 0 . 2 , with 

changing the Reynolds number Re . For any of the values of the lat- 

ter, the temperature, the blood velocity and particle velocity de- 

crease with increasing the fractional parameter. Otherwise, the in- 

crease in velocity simply implies a decrease in the blood viscosity. 

Also, the velocity in general is an increasing function of the frac- 

tional parameter as supported by the calculations. On the contrary, 

temperature decreases with a , although changing the value of Re 

does not really have a significant effect on the blood temperature 
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Fig. 6. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for different values of Hartmann number H, at t = 0 . 2 (large value of time), with 

S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 and Re = 3 . Panels (aj) j=1 , 2 , 3 correspond to H = 1 , panels (bj) j=1 , 2 , 3 give results for H = 2 and 

panels (cj) j=1 , 2 , 3 correspond to H = 3 . In all the panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

inside the vessel. One also clearly notices that blood temperature is 

lower near the tissues and increases progressively near the center- 

line. However, the temperature profile is such that there is a peak 

inside the vessel, which is significantly important in keeping the 

tissues safe. For large values of time, i.e., t = 3 (see Fig. 5 ), Re also 

takes the same values as in Fig. 4 , but one notices small temper- 

atures even though they still decreases with increasing a . The ve- 

locities of blood and particles also increase when Re changes, ex- 

cept that they are very small compared to what was obtained in 

Fig. 4 . This confirms the results obtained in Ref. [35] , where parti- 

cle were not included in the model. Moreover, such a behavior was 

described by Shah et al. [51] , who also obtained that the Reynolds 

number, coupled to an increasing fractional parameter, can con- 

tribute to increase considerably the speed of blood and cause an 

acceleration of the magnetic particles. The influence of the mag- 

netic field on the blood temperature, blood velocity and particles 

velocity is depicted in Figs. 6 and 7 . In Fig. 6 , temperature and 

velocity profiles are recorded for a small value of time ( t = 0 . 5 ) 

and columns from left to right correspond to H= 1, 2 and 3 (Hart- 

mann number). One notice that the velocities of the blood and the 

particles are reduced with increasing H. This becomes more pre- 

dominant over long exposure time t = 3 as depicted in Fig. 7 . In 

this last case, the temperature rather increases, which to our opin- 

ion has an impact not only on the blood viscosity, but also on the 

velocity of blood and the conveyed particles. Such a result is not 

surprising because, when a moving electrically conducting fluid is 

exposed to a magnetic field, there is electric induction in the fluid, 

and this is pronounced when magnetic particles are present. 

For example, numerical and experimental works by Sharma 

et al. [12,52,53] revealed that Fe 3 O 4 Magnetic particles can be 

efficiently captured when the applied magnetic field intensity is 

increased, with important applications in targeted drug delivery. 
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Fig. 7. Profiles of blood temperature T ( r, t ), axial velocity u ( r, t ), and particle velocity v ( r, t ) for different values of Hartmann number H, at t = 3 (large value of time), with 

S = 0 . 01 , A 0 = 10 −7 , A 1 = 10 −7 , ω = π/ 4 , β = 0 . 5 , λ = 0 . 5 , G = 1 . 5 , R = 0 . 2 and Re = 3 . Panels (aj) j=1 , 2 , 3 correspond to H = 1 , panels (bj) j=1 , 2 , 3 give results for H = 2 and 

panels (cj) j=1 , 2 , 3 correspond to H = 3 . In all the panels, the fractional parameter takes the values a = 0 . 3 , 0.5, 0.7 and 1. 

Sheikholeslami and Shehzad [54] showed that in such conditions, 

an augmentation of the nanoparticles may deeply affect the ther- 

mal conduction of blood, and the whole process may be favorable 

in slowing down the blood flow as a result of a Lorentz force that 

is created and retards the flow of blood. At that stage, the tempera- 

ture of blood may be enhanced as observed by Akbar et al. [55,56] , 

while the opposite trend is observed in the case of velocities of 

fluid and particles. In the meantime, the fractional parameter that 

varies also plays a role in controlling the flow characteristics. One 

can for example notice that temperature and both velocities are 

lower for the classical value of the fractional parameter, i.e., a = 1 . 

The various values that can be attributed to a make the model un- 

der our study flexible in the sense that it can be applied to a broad 

range of problems, each having specific applications either in tech- 

nology or biomedicine. 

5. Conclusion 

The paper was devoted to the theoretical investigation of the 

motion of magnetic particles and blood flow in the presence of 

temperature and Caputo’s fractional derivative. Considering the 

blood vessel as a cylindrical elastic tube, analytical solutions for 

the nonlinear fractional equations have been obtained through the 

Laplace transform, with respect to the time variable, and finite 

Hankel transform. Numerical calculations have been conducted, 

where information have been recorded for the blood temperature 

and both the blood and magnetic particle velocities. In general, 

for short intervals of time the blood flows faster that the parti- 

cles, while the inverse is observed for large values of time, with 

magnetic particles being accelerated. The temperature increases 

from the center of the vessel and drops near the wall and all 
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the flow characteristics remain very sensitive to the change in the 

fractional-order parameter. The same results are obtained when 

the Reynolds number changes, since the temperature, the blood 

velocity and particle velocity decrease with increasing the frac- 

tional parameter. One also notices that the velocities of blood and 

particles are reduced with increasing H, while the temperature re- 

mains an increasing function for both short and long time periods. 
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Appendix A. Coefficients F 1 n ( t ) of Eq. (25a) 

F 1 n (t) = 

b 0 Re 

c n 
[(1 − Ga 1 n ) R a, −1 (−a 1 n , t) − (1 − Ga 2 n ) R a, −1 (−a 2 n , t)] , 

F 2 n (t) = 

b 1 Re cos (ωt) 

c n 
[(1 − Ga 1 n ) F a (−a 1 n , t) − (1 − Ga 2 n ) F a (−a 2 n , t)] , 

F 3 n (t) = 

γ b 0 c 
′ 
n 

c 2 n 

[ R α, −1 (−l 2 n , t) F α(−l 1 n , t)(1 − a 2 n G ) 

− R α, −1 (−k 2 n , t) F α(−k 1 n , t)(1 − a 1 n G ) ] 

F 4 n (t) = 

γ b 1 c 
′ 
n cos (ωt) 

c 2 n 

[ F α(−l 2 n , t) F α(−l 1 n , t)(1 − a 2 n G ) 

− F α(−k 1 n , t) F α(−k 2 n , t)(1 − a 1 n G ) ] 

F 5 n (t) = 

γ b 0 
c n 

[ R α, −1 (−l 2 n , t) F α(−l 1 n , t)(1 − a 2 n G ) 

− R α, −1 (−k 2 n , t) F α(−k 1 n , t)(1 − a 1 n G ) ] 

F 6 n (t) = 

γ b 1 cos (ωt) 

c n 
[ F α(−l 2 n , t) F α(−l 1 n , t)(1 − a 2 n G ) 

− F α(−k 2 n , t) F α(−k 1 n , t)(1 − a 1 n G ) ] 

F 7 n (t) = 

γ b 0 G 

c n 

[
a ′ 2 n R α, −1 (−l 2 n , t) F α(−l 1 n , t) 

− a ′ 1 n R α, −1 (−k 2 n , t) F α(−k 1 n , t) 
]

F 8 n (t) = 

γ b 0 
c n 

[ a ′ 2 n (1 − a 2 n G ) F α(−a 2 n , t) ( R α, −1 (−l 2 n , t) F α(−l 1 n , t) ) 

−a ′ 1 n (1 − a 1 n G ) F α(−a 1 n , t) ( R α, −1 (−k 2 n , t) F α(−k 1 n , t) ) ] 

F 9 n (t) = 

γ b 1 G cos (ωt) 

c n 

[
a ′ 2 n F α(−l 2 n , t) F α(−l 1 n , t) 

− a ′ 1 n F α(−k 2 n , t) F α(−k 1 n , t) 
]

F 10 n (t) = 

γ b 1 cos (ωt) 

c n 
[ a ′ 2 n (1 − a 2 n G ) F α(−a 2 n , t) ( F α(−l 2 n , t) F α(−l 1 n , t) ) 

−a ′ 1 n (1 − a 1 n G ) F α(−a 1 n , t) ( F α(−k 2 n , t) F α(−k 1 n , t) ) ] 

Appendix B. Coefficients A 1 n ( t ) of Eq. (25b) 
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ABSTRACT

A fractional blood flow model, in the presence of magnetic nanoparticles, is considered in this work. The effects of activation energy and
thermal radiation on the blood flowing in the oscillating elastic tube are studied. The nanofluid inside the tube is activated by the rotating
effect of the charged particles, a constant external magnetic field, and the activation energy. The blood is assumed to be at a temperature and
a concentration that vary with the speed of the particles. The study takes advantage of a model, which includes a fractional-order derivative
of Caputo’s type. The shape of nanoparticles and the speed of blood and the distributions of temperature and concentration are assimilated
to Brownian motion and thermophoresis. They are calculated numerically using the L1-algorithm method. The results show that the applied
magnetic field and the effects of the fractional-order parameter reduce the velocity of the nanofluid and nanoparticles, which considerably
affects the temperature and concentration of the fluid. It is also found that the particle shape and fractional derivative parameters significantly
influence velocities and heat transfer.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0053149

Blood flow is fundamental in any human being and constitutes
the right channel to treat illnesses like cancer. This brings into
play the incredible role of magnetic particles used to transport
drugs and any other nutrient to targeted organs in a process
known as intelligent drug delivery. The exact process is also
used to increase the concentration of drugs in some parts of
the body relative to others, specifically diseased tissue, thereby
smartly preventing interaction with healthy tissue. This paper
addressed the interaction of such nanoparticles of different struc-
tures and shapes with blood flowing in vessels when Caputo’s
fractional-order derivative is considered, under the influence of

some important factors such as the magnetic field, activation
energy, and thermal radiation. The subsequent full numerical
results show that velocity, temperature, and concentration dis-
tributions are highly influenced by such factors under the finite-
element scheme and the L1-algorithm method.

I. INTRODUCTION

Nanotechnology is an ancient science that humans keep
improving over the years. Since its introduction by the American

Chaos 31, 093109 (2021); doi: 10.1063/5.0053149 31, 093109-1
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physicist and Nobel Prize laureate Feynman in 1959,1 the concept
of nanotechnology has become an active research area with impact
in different industrial contexts, including pharmacology, petroleum,
communication, astronomy, and so on.2 Along the same line, several
studies have been undertaken in the field of bio-nanotechnology,
a new research direction bringing together natural sciences and
medicine that allows creating new materials and products at the
nanometer scale (10−9 m).3 These feats allow researchers to bet-
ter interpret molecular metabolisms in the context of the diagnosis,
treatment, and prognosis of diseases facing humanity, such as can-
cers, tumors, cardiovascular diseases, and, recently, the coronavirus
(Covid-19). Blood is a fluid with electrical properties that allows
it to conduct current and gives it this aspect of magnetohydrody-
namic fluid. In the presence of a magnetic field, its velocity tends
to decrease due to the existence of the Lorentz force, which is the
product of the interaction between electric and magnetic field.4

Choi et al.5 were the first to use the word nanofluid, which is a
study of nanoparticles in the form of metals: Cu, Ag; nitride met-
als such as SiN and AlN; oxide ceramics such as PbO and CuO; to
name just a few.6 It emerged that nanofluids have thermal prop-
erties, which were investigated by several researchers like Aaiza
et al.7 and Lomascolo et al.8 They experimentally demonstrated
the link between thermal conductivity, the concentration of the
medium, and the shape and size of nanoparticles: the smaller they
are, the more they can cause enormous damage by inhalation by
humans.

Many scientists have investigated non-Newtonian Casson
fluids,9 which have the same behavior as blood. Blood transport
nutrients and oxygen through the tissues and organs. It moves
at a certain velocity, allowing the body’s heat, which is trans-
mitted below the skin surface into tissues and muscles. It is the
reason that one of the ways to treat some diseases is by using
thermal radiation therapy, and Ogulu and Bestman10 theoretically
addressed this heat effect. Mekheimer and Kot,11 Majee and Shit,4

Craciunescu and Clegg,12 and Horng et al.13 studied the behav-
ior of arteries during thermal therapy under the pulsatile blood
flow effects. In general, the presence of erythrocytes makes the
blood to be a biomagnetic fluid, which creates a magnetic field
on the vessel wall.14,15 Vajravelu et al.16 discussed the diffusion of
chemically reactive species in Casson fluid flow over an unsteady
permeable stretching surface. Kandasamy et al.17 investigated a
single-walled carbon nanotube (SWCNT), alumina (Al2O3), and
copper (Cu) nanoparticles on convective mass transfer in the pres-
ence of base fluid (water) over a horizontal plate. Pramanik,18 in
turn, looked for the presence of thermal radiation, Casson fluid,
and heat transfer past an exponentially porous stretching sur-
face. Reid et al.19 and Qayyum and Khan20 introduce the effects
of magneto-hydrodynamics through a porous medium. Moreover,
in 2018, Khalid et al.21 combined those ideas to come out with
some results. Most of these researchers have ignored the effects of
nonlinear convection and have only dealt with cases where the gov-
erning equations are linear. For example, Ali et al.22 expressed the
magnetohydrodynamic effects on the transient rotational flow of
Maxwell nanofluids, where temperature and concentration distri-
butions were associated with Cattaneo–Christove double diffusion,
Brownian motion, and thermophoresis. Until now, several papers
published on fractional-order derivatives propose to solve different

FIG. 1. Schematic representation of the physical system.

problems in applied mathematics, sciences, engineering, and
industry, especially in the extraction of crude oil from petroleum
products (see, for example, Refs. 23–25). This idea helps us to study
heat transfer enhancement in engine oil-based nanofluid with sus-
pended nanoparticles.26 This kind of fluid is a non-Newtonian fluid,
which is a counterexample of the Casson fluid.9,27

In addition, Cao et al.28 report that the convection flow and
the heat transfer are enhanced where the average Nusselt number
increases with the rise of fractional derivative parameters, while
the average skin friction coefficient is only affected by the veloc-
ity fractional derivative parameter. Also, Pan et al.29 show the
inverse correlation between thermal transfer ability of nanofluid
with fractional derivatives. Other nanofluids were been studied,
like Sisko nanofluid,30 where for both cases of shear thinning and
thickening the temperature fractional derivative parameter reduced
the heat and mass transfer ability of Sisko nanofluid. The effect
and physical meanings of fractional derivative are also reported
by Zhang et al.;31 for the case of stronger memory characteris-
tic, it is found by numerical computations that the heat transfer
is enhanced by the time and spatial fractional heat conduction
model.

Recently, Bansi et al.32 studied the fractional blood flow in oscil-
latory arteries with thermal radiation and magnetic field effects.
Tabi et al.33 addressed the effect of thermal radiation in the pres-
ence of fractional-order derivative, assuming that the body has as
a temperature due to the agitation of the particles which seem to
be accelerated, with their velocity being suitably controlled by the

TABLE I. Sphericity ψ for different shapes nanoparticles.

Model Platelets Blades Cylinders Bricks

ψ 0.36 0.52 0.62 0.81
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TABLE II. Thermo-physical properties of Blood and nanoparticles.

Physical properties Blood/base fluid SWCNTs Al2O3 (alumina) TiO2 (tin) Cu (copper)

ρ (kg/m3) 1080 2600 3970 4250 8933
Cp (J/kg K) 3500 425 765 686.2 385
k (W/mK) 0.59 6600 40 8.953 401
σ (s/m) 0.6 106–107 35 × 106 2.6 × 106 59.5 × 106

β ×10−5 (1/K) 0.18 27 0.85 0.9 1.67

fractional-order parameter. Zhao et al.34,35 formulated and derived
new equations governing the fractional boundary layer, which are
nonlinear coupled equations with a mixed derivative of space–time
in convection terms. In addition, they provided a newly developed
finite difference method combined with an L1-algorithm to solve the
nonlinear equations of the fractional boundary layer.

Also, the effects of memory and the hereditary properties of
materials are suitably described by the fractional calculus through
the fractional-order differential operator who is non-local.36,37 Shen
et al.38 explored the flow and heat transfer characteristics of frac-
tional MHD Maxwell viscoelastic nanofluid by using the Hamilton
and Crosser model, which has extensive applications in the medical
analysis of biological fluids, nuclear reactors, and MHD-generators
with the fractional Cattaneo model of heat conduction to investi-
gate the heat transfer in the temperature boundary layer. Timofeeva
et al.39 showed that for EG/H2O suspensions of nonspherical alu-
mina particles, overall thermal conductivity starts decreasing below
sphericity of 0.6, while the viscosities of nanofluids are shown to
depend on both particle shapes and surface properties of nanoparti-
cles.

Being motivated by the discussions as mentioned above, in this
problem, we have investigated the blood flow numerically as a base
fluid and heat transfer through along activation energy effects for
different shapes of particles like Single Walls Carbon Nanotubes
(SWCNTs), Cu (copper), TiO2, and Al2O3 (alumina) using the finite
element of Caputo fractional derivative order operator.

II. MODEL EQUATIONS AND MATHEMATICAL

FORMULATION OF THE PROBLEM

We consider an unstable viscous transient one-dimensional
MHD blood and incompressible nanofluid flow on an extended
sheet with a rotating frame. The plate has an oscillatory movement
on time t and frequency n with velocity. u(0, t), which is given by
ū(0, t̄) = U0 sin(n̄t̄), with U0 a space-dependent Gaussian form.44

Physically, we assume that the whole frame is at rest in time t < 0;
however, for t = 0 (u(0, 0) = 0), the sheet is stretched along the x
direction at r = 0 with angular velocity (�). The viscoelastic liquid
model is created through types of species that incorporate chemical
reactions and Arrhenius activating energy. B0 is a uniform (mag-
netic field) and applied with direction r, which is taken normal to
y axis and crossing an exponential accelerated infinite vertical plate
in x axis. Initially, at t ≤ 0, the fluid and plate are stable, with tem-
perature and concentration being constant. When t > 0, the plate is

exponentially accelerated with u = U0 sin wt; the surface tempera-
ture and concentration are raised to Tw and Cw, from their respective
equilibrium values C∞ and T∞. The schematic representation of the
configuration, with the coordinate system related to the problem, is
given in Fig. 1.

The modified model proposed in this paper is inspired by the
seminal contributions from Refs. 3, 22, 32, and 40. In fact, we make
use of the usual approximation and propose the flow to be governed
by the following equations:















































































































∂w∗

∂r∗
= 0,

∂u∗

∂t∗
+ w∗

∂u∗

∂r∗
− 2�v∗ =

1

ρnf

[

νnf

∂2u∗

∂r∗2
−
νnf

k∗
u∗ − (σnfB

2
0)u

∗

+gρnf(βT)nf(T
∗ − T∗

∞
)+ gρnf(βC)nf(C

∗ − C∗
∞
)

]

,

∂v∗

∂t∗
+ w∗

∂v∗

∂r∗
+ 2�u∗ =

1

ρnf

[

νnf

∂2v∗

∂r∗2
−
νnf

k∗
v∗ − (σnfB

2
0)v

∗

]

,

∂T∗

∂t∗
+ w∗

∂T∗

∂r∗
=

knf

(ρCt)nf

∂2T∗

∂r∗2
−

1

(ρCt)nf

∂qr

∂r∗

−
QH

(ρCt)nf

(T∗ − T∗
∞
),

∂C∗

∂t∗
+ w∗

∂C∗

∂r∗
= DB

∂2C∗

∂r∗2
+

DT

T∞

∂2T∗

∂r∗2

−K2
r (C

∗ − C∗
∞
)

(

T∗

T∗
∞

)m

exp

(

−Ea

KBT∗

)

,

(1)

where u∗ represents the axial velocity, T∗ and C∗ are, respectively,
the temperature and the concentration of the solute, B0 is the applied
magnetic field, g, σnf, and ρnf are, respectively, the acceleration due
to the gravity, electrical conductivity, and density of blood, Ctnf

, knf,

and νnf represent, respectively, the specific heat at constant pressure,
thermal conductivity and kinematic viscosity, DB is the molecular
diffusivity, k∗ is the permeability of the porous medium, K2

r is the
reaction rate, m is a fitted rate constant, ktnf is the thermal diffusion
ratio, kcnf is the chemical reaction parameter, and Tm is the mean
fluid temperature.

Table I shows us the contribution of the shape of different
nanoparticles represented by sphericity ψ in Refs. 7, 39, and 56.
In this study, the base fluid is blood with SWCNTs, Al2O3, TiO2,
and Cu based nanoparticles. The thermophysical properties of the
nanofluids are presented in Table II.7,41,56 The coefficient of thermal
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FIG. 2. Velocities of different nanoparticles for ψ = 0.05.

expansion and the density of nanofluid are taken to be45,46

νnf =
νf

(1 − ψ)2.5
, (ρβ)nf = (1 − ψ)(ρβ)f + ψ(ρβ)p,

ρnf = (1 − ψ)ρf + ψρp,

(ρCt)nf = (1 − ψ)(ρCt)f + ψ(ρCt)p,

σnf

σf

= 1 +

3

(

σp

σf

− 1

)

ψ

(

σp

σf

+ 2

)

− ψ

(

σp

σf

− 1

) ,

knf

kf

=
(kp + (m − 1)kf)− (m − 1)ψ(kf − kp)

(kp + (m − 1)kf)+ ψ(kf − kp)
,

(2)

whereψ is the solid volume fraction. The indexes nf, f, and p denote,
respectively, the nanofluid, fluid, and nanosolid particles.

The initial and boundary conditions for the problem are

t∗ < 0 : u∗
= 0, v∗

= 0, T∗
= T∗

w + (T∗

w − T∗

∞
),

C∗
= C∗

w + (C∗

w − C∗

∞
) for all r∗;

t∗ ≥ 0 : u∗
= 0, v∗

= 0, T∗
= T∗

w, C∗
= C∗

w, at r∗
= 0;

(3)

t∗ > 0 : u∗
−→ 0, v∗

−→ 0, T∗
−→ T∗

∞
,

C∗
−→ C∗

∞
, as r∗

−→ ∞.

Using the Rosseland approximation for radiation,3,22 the radiative

heat flux is simplified as qr = −
4σ ∗

3βR

∂T∗′4

∂r∗
, where σ ∗ is the Ste-

fan–Boltzman fluid constant and βR is the coefficient of mean
absorption.

FIG. 3. Concentration and temperature of different nanoparticles for ψ = 0.05.

FIG. 4. Effect of the fractional parameter for the concentration and the tempera-
ture.

It is assumed that T∗′4 = 4T∗3
∞

T∗ − 3T∗4
∞

; then,
∂qr

∂r

= −
16σ ∗T∗3

∞

3βR

∂2T∗

∂r∗2
.

Substituting the above into the equation of temperature in
system (1), we obtain

∂T∗

∂t
+ w∗

∂T∗

∂r
=

knf

(ρCt)nf

∂2T∗

∂r∗2
+

16σ ∗

nfT
∗3

∞

3(ρCt)nfβR

∂2T∗

∂r∗2

−
QH(T

∗ − T∗
∞
)

(ρCt)nf

. (4)

Our study will mainly focus on velocities perpendicular to the
applied magnetic field; then, we consider the solution of Eq. (1) as
w∗ = −w0. We introduce the following dimensionless variables and
parameters:

r =
r∗U0

νf

, t =
U2

0t
∗

νf

, u =
u∗

U0

, v =
v∗

U0

, �∗
=

K2
r

U2
0

,

n = n∗
νf

U2
0

,

θ =
T∗ − T∗

∞

T∗
w − T∗

∞

, φ =
C∗ − C∗

∞

C∗
w − C∗

∞

,

(5)

where �∗ is an adimensional form of reaction rate K2
r . These equa-

tions and conditions are obtained after the transformations

∂u

∂t
− S

∂u

∂r
− Rv =

1

E1E3

∂2u

∂r2
−

Kp

E1E3

u −
E6M

2

E3

u

+
E4Gr

E3

θ +
E4Gm

E3

φ,

∂v

∂t
− S

∂v

∂r
+ Ru =

1

E1E3

∂2v

∂r2
−

Kp

E1E3

v −
E6M

2

E3

v,

(6)

∂θ

∂t
− S

∂θ

∂r
=

1

Pr

[

E2

E5

∂2θ

∂r2
−

Q

E5

θ

]

,

∂φ

∂t
− S

∂φ

∂r
=

1

Le

[

∂2φ

∂r2
−

Nt

Nb

∂2θ

∂r2

]

−Leλ∗(1 + γ θ)m exp

(

−EE

1 + γ θ

)

,
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FIG. 5. Effect of the fractional parameter on velocity of nanoparticles: SWCNTs, TiO2, and Cu.

where λ∗ = �∗DB is the chemical reaction rate, Pr =
(ρCt)fνf

kf

is the Prandtl number, S =
w0

U0

is the suction parameter,

M =
σfB

2
0νf

ρfU
2
0

is the magnetic parameter, Re =
U2

0

νnf

is the Reynold

number, R =
2�

Re
is the rotating parameter, Gr =

gβTfνf(T
∗
w − T∗

∞
)

U3
0

is the thermal Grashof number, Gm =
gβCfνf(C

∗
w − C∗

∞
)

U3
0

is the

mass Grashof number, Q =
QHν

2
f

kfU
2
0

is the heat source, Le =
νf

DB

is

the Lewis number, Nb =
τDB(C

∗
w − C∗

∞
)

νfC∗
∞

is the Brownian motion,

Nt =
τDT(T

∗
w − T∗

∞
)

νfT∗
∞

is the thermophoresis parameter, γ =
T∗

w − T∗
∞

T∗
∞

is the thermal relaxation parameter, EE =
Ea

KBT∞

is an activation

energy, Kp =
1

k∗U2
0

is the porosity parameter, and F =
4σ ∗T∗3

∞

βRkf

is

the radiation parameter, with

E1 = (1 − ψ)2.5, E2 =
knf

kf

+
4F

3
, E3 = 1 − ψ + ψ

(

ρp

ρf

)

,

E4 = 1 − ψ + ψ

(

(ρβ)p

(ρβ)f

)

, E5 = 1 − ψ + ψ

(

(ρCt)p

(ρCt)f

)

,

E6 = 1 +

3

(

σp

σf

− 1

)

ψ

(

σp

σf

+ 2

)

− ψ

(

σp

σf

− 1

) .

To generalize (6), we have applied the definition of Caputo
fractional derivate operator. Then, the corresponding fractional
model is formulated as

FIG. 6. Effect of the fractional parameter on the velocity of nanofluid for SWCNTs, Al2O3, and TiO2.
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FIG. 7. Effect of the magnetic parameter on velocities for SWCNTs and Al2O3.

FIG. 8. Effect of the thermal Grashof number for SWCNTs and Al2O3.

FIG. 9. Effect of the mass Grashof number for SWCNTs and Al2O3.

FIG. 10. Effect of the Brownian motion and the thermophoresis parameter.

FIG. 11. Effect of the rotating parameter on the nanofluid velocity for SWCNTs
and Al2O3.

FIG. 12. Effect of the rotating parameter on the nanoparticle velocity for SWCNTs
and Al2O3.

FIG. 13. Effect of the suction parameter on the concentration and the tempera-
ture case of SWCNTs.

FIG. 14. Effect of suction parameter on the nanofluid velocity for SWCNTs and
Al2O3.
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FIG. 15. Effect of the heat source parameter case of SWCNTs.

cD
α
t u =

1

E1E3

∂2u

∂r2
−

Kp

E1E3

u −
E6M

2

E3

u +
E4Gr

E3
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+
E4Gm

E3

φ + S
∂u

∂r
+ Rv,

cD
α
t v =

1

E1E3

∂2v

∂r2
−
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E1E3

v −
E6M

2

E3

v + S
∂v

∂r
− Ru,

(7)

cD
α
t θ =

1

Pr

[

E2

E5

∂2θ

∂r2
−

Q

E5

θ

]

+ S
∂θ

∂r
,

cD
α
t φ =

1

Le

[

∂2φ

∂r2
−

Nt

Nb

∂2θ

∂r2

]

− Leλ∗(1 + γ θ)m exp

(

−EE

1 + γ θ

)

+S
∂φ

∂r
,

where

Dα
t f(r, t) =











1

0(1 − α)

∫ t

0
1

(t−τ)α

∂f(r, τ)

∂τ
dτ , 0 < α < 1,

∂f(r, τ)

∂τ
, α = 1

(8)

FIG. 16. Effect of the radiation parameter case of SWCNTs.

is the Caputo fractional derivative operator of order 0 < α ≤ 1.47–49

The corresponding boundary conditions become

t < 0 : u = 0, v = 0, θ = 0, φ = 0, at r ≥ 0,

t ≥ 0 : u = 0, v = 0, θ = 1, φ = 1, at r = 0,
(9)

t > 0 : u −→ 0, v −→ 0, θ −→ 0, φ −→ 0, as r −→ ∞.

III. COMPUTATIONAL SCHEME

By using the L1-algorithm method, the time fractional derivate
(0 < α < 1) is discretized through a finite difference approximation
scheme50

[

cDα
t f(t)

]

t=tk

=

k−1
∑

s=0

bk−s−1

[

f(ts+1 − f(ts))

]

, 0 < α < 1, (10)

where k = 1, 2, . . . , N, s = 0, 1, . . . , k − 1, and bA =
1t−α

0(2 − α)
[

(A + 1)1−α − (A)1−α
]

. Applying the forward central difference
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FIG. 17. Effect of the radiation parameter case of TiO2.

FIG. 18. Effect of the Prandtl number.

FIG. 19. Effect of the chemical reaction rate and the Lewis number.

FIG. 20. Concentration of SWCNTs, Al2O3, and TiO2 for ψ < 0.1.
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FIG. 21. Temperature of SWCNTs, Al2O3, and TiO2 for ψ < 0.1.

FIG. 22. Velocity of SWCNTs for ψ < 0.1.

FIG. 23. Velocity of Al2O3 for ψ < 0.1.

FIG. 24. Concentration of SWCNTs, Al2O3, and TiO2 for ψ ∈ [0.05, 0.4].
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FIG. 25. Temperature of SWCNTs, Al2O3, and TiO2 for ψ ∈ [0.05, 0.4].

method, one gets the discretized expressions

∂u

∂t

∣

∣

∣

∣

t=tk

=
u(ri, tk)− u(ri, tk−1)

1t
+ O(1t),

∂u

∂r

∣

∣

∣

∣

t=tk

=
u(ri, tk)− u(ri−1, tk)

1t
+ O(1r),

∂2u

∂r2

∣

∣

∣

∣

t=tk

=
u(ri+1, tk)− 2u(ri, tk)+ u(ri−1, tk)

1r2
+ O(1r2),

(11)

in which 1r is a space step, and 1t is the time step. With tk = (k −

1)1t and ri = (i − 1)1r, i = 1, 2, . . . , M. Therefore, the problem to
solve reduces to the following discretized equations obtained from
Eq. (7):

u(ri, tk) =
1

Y1

[

e0Z1 +
E4

E3

(

Grθ(ri, tk)+ Gmφ(ri, tk)

)

+ Rv(ri, tk)

+
u(ri+1, tk)

E1E31r2
+

(

1

E1E31r2
−

S

1r

)

u(ri−1, tk)

]

,

v(ri, tk) =
1

Y1

[

e0Z2 − Ru(ri, tk)+
v(ri+1, tk)

E1E31r2

+

(

1

E1E31r2
−

S

1r

)

v(ri−1, tk)

]

,

θ(ri, tk) =
1

Y2

[

e0Z3 +
E2

PrE51r2
θ(ri+1, tk)

+

(

E2

PrE51r2
−

S

1r

)

θ(ri−1, tk)

]

,

φ(ri, tk) =
1

Y3

[

e0Z4 +

(

1

Le1r2
+

Nt

LeNb1r2

)

φ(ri+1, tk)

+

(

1

Le1r2
+

Nt

LeNb1r2
−

S

1r

)

φ(ri−1, tk)

]

, (12)

where

Z1 = λk−1u(ri, t0)+

k−1
∑

A=1

(λA−1 − λA)u(ri, tk−A),

Z2 = λk−1v(ri, t0)+

k−1
∑

A=1

(λA−1 − λA)v(ri, tk−A),

Z3 = λk−1θ(ri, t0)+

k−1
∑

A=1

(λA−1 − λA)θ(ri, tk−A),

Z4 = λk−1φ(ri, t0)+

k−1
∑

A=1

(λA−1 − λA)φ(ri, tk−A),

Y1 =
1t−α

0(2 − α)
+

2

E1E31r2
+

E6

E3

M2
−

S

1r
+

Kp

E1E3

,

Y2 =
1t−α

0(2 − α)
+

2E2

PrE51r2
+

Q

PrE5

−
S

1r
,

Y3 =
1t−α

0(2 − α)
+

2

Le1r2
+

Nt

LeNb1r2
−

S

1r

+ Leλ
∗(1 + γ θ(ri, tk))

m

(

−
EE

1 + γ θ(ri, tk)

)

,

e0 =
1t−α

0(2 − α)
,

λA = (A + 1)1−α − (A)1−α .

IV. RESULTS AND DISCUSSION

The numerical solutions for the velocity, temperature, and
concentration are obtained by means of the above developed
finite difference method combined with an L1-algorithm. The
effects of the nanoparticle volume fraction ψ , fractional derivative
parameters α, magnetic parameter M together with nanoparticle
shape factor q =

3
η
, with η being the sphericity of nanoparticles

on flow and heat transfer, are analyzed. The numerical results
are addressed for α = 0.5, M = 55, Gr = 250, Gm = 150, F = 1,
Pr = 300, R = 500, m = 1, Kp = 500, λ∗ = 2.5, Le = 30, γ = 1.5,
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FIG. 26. Velocity of SWCNTs for ψ ∈ [0.05, 0.4].

FIG. 27. Velocity of Al2O3 for ψ ∈ [0.05, 0.4].

FIG. 28. Velocities of different nanoparticles for ψ = 0.4.

Nt = 0.3, Nb = 0.3, EE = 1, Q = 3000, and S = −20. In Fig. 2, the
variation of nanoparticles for the value of ψ = 0.05 shows us that
the SWCNTs particles accelerate the movement of the nanofluid the
most compared to the others: Cu, TiO2, and Al2O3, respectively.
Moreover, the Cu particles have a higher velocity than the Al2O3

particles in the blood nanofluid, represented here by the first figure
on the left. This behavior has also been observed in Ref. 3. The
right panel of Fig. 2 explains the movement of the nanoparticles in
rotation, we observe a decrease in the velocities of Cu, which has
the lowest velocity followed by TiO2, Al2O3, and SWCNTs, respec-
tively, in an increasing manner. Figure 3 shows the evolution of
the concentration and the temperature in the medium. We notice
that TiO2 has the highest temperature and concentration, followed,
respectively, by SWCNTs, Al2O3, and Cu. This has been extensively
studied by Hady et al.42 who obtained results contrary to those found
in this work. This is probably due to the fact that TiO2 nanoparticles
are proved to have better cooling performance for this problem than
the other two types of nanoparticles Cu and Al2O3.

FIG. 29. Concentration and temperature of different nanoparticles for ψ = 0.4.

FIG. 30. Effect of the porosity parameter for SWCNTs and Al2O3.

FIG. 31. Effect of activation energy for SWCNTs and Cu.

In Figs. 4–6, the impact of the fractional-order parameter is
studied. We observe that the increase of α causes a decrease in the
concentration, temperature, particle velocity, and even fluid veloc-
ity. This parameter reacts more significantly in the case of SWCNTs
compared to the various other nanoparticles, which is illustrated in
Fig. 6.

The fractional-order parameter plays a very important role
in the calibration of velocity, concentration, and temperature
distributions.32,33,51,52 It allows an initialization of the system accord-
ing to the study and treatment carried out, generally observed
during surgical interventions, on the optimization or stability of
energy transport in many dynamic systems. In Fig. 7, the increase
of the magnetic field also causes the decrease of different velocities,
thus making the medium more viscous which produces forces of
resistance making the velocity to slow down.53

The very low values of the magnetic field in the two nanopar-
ticle cases considered in Fig. 7 increasingly boost the velocity
distributions initially obtained in Fig. 2.
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FIG. 32. Effect of different sphericity parameters for SWCNTs, TiO2, and Cu.

The Grashof parameters in Figs. 8 and 9 contribute to the
increase of the velocity of nanofluid when they also increase. The
concentration of the medium grows with increasing values of the
thermophoresis parameter, as shown by Fig. 10. This parameter is
greater than the noise parameter, which causes the decrease of con-
centration. The thermophoretic force causes the concentration layer
to move from the lower region to the higher one. Similarly, the faster
random motion of particles in nanofluids elevates the Brownian
forces to boost the concentration layer. For the rotation parameter,
Figs. 11 and 12 show us that the more the rotational movement of
the nanoparticles accelerates, the more the velocity of the nanofluid
increases and the nanoparticles decreases. So, the rotational motion
allows the particles to calibrate their velocities and move either
slowly or quickly.22,54 Figures 13 and 14 give us the evolution of
the parameter of the velocity of the global transport. For increas-
ing values of this parameter, the concentration has two domains.
The first one increases with the amplitude of the concentrations.
For the second one, the more the parameter increases, the more
the concentration decreases. This marks an inflection zone between
the central lines and the walls of the tube. Thus, as the suction
parameter increases, the temperature increases, creating a bifurca-
tion in the spatial evolution of the concentration for the different
particles and the blood-nanofluid velocity distribution, as noticed

for SWCNTs, while for Al2O3, the increase of the suction parame-
ter increases with the ensembled velocity and does not produce any
bifurcation.

For the temperature, the evolution of this number increases
the amplitude. The increase of the heat source variable in Fig. 15
contributes to the decrease of the system.

The same remarks are valuable for the case of SWCNTs, whose
concentration, temperature, and velocity distributions are decreas-
ing. This also applied to the other nanoparticles, Al2O3, TiO2, and
Cu, which also decrease with the heat source parameter. This is in
line with the study done by Choi and Eastman,5,43 where nanoparti-
cles were not taken into account.

The radiation parameter F is investigated in Figs. 16 and 17,
respectively, for the cases of SWCNTs and TiO2. Bifurcations are
created in all distributions of the system where the values are
increasing in the central lines and decreasing near the vessel walls
for increasing values of the radiative parameter as shown in Figs. 16
and 17. An increase in F leads to an enhancement in the velocity,
temperature, and concentration distributions across the boundary
layer.

The effect of thermal radiation is to enhance heat transfer;
this is because thermal boundary layer thickness increases with an
increase in the thermal radiation.

FIG. 33. Effect of different sphericity parameters for SWCNTs, TiO2, and Cu.
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FIG. 34. Effect of different sphericity parameters for SWCNTs, TiO2, and Cu.

The Prandtl number, as shown in Fig. 18, also gives rise to
an inflection zone in the system. The more this number increases,
the more the amplitude of the system decreases and the first zone
decreases up to a certain distance. Then, we observe the growth of
the system.

These parameters in Figs. 15–18 allow us to better control the
problems related to thermoregulation during hyperthermia in the
presence of a heat source.

Figure 19 displays the chemical reaction rate; when it increases,
the concentration in the medium also decreases, and for the Lewis
number, the more it increases, the less are the concentration, which
makes the medium less viscous.

So, for a small value of Le, the concentration tends to be very
high and we have high mass diffusivity. Figures 20 and 21 show
the concentration and temperature, respectively, of the solid vol-
ume fraction of nanoparticles for the values ψ < 0.1. Then, for the
case of SWCNTs and Al2O3, the velocities are represented in Figs. 22
and 23, where the overall velocity of the nanofluid increases with the
increase of the solid volume fraction parameter. On the other hand,
the velocity of the nanoparticles decreases for the case of Al2O3.
Moreover, for the case of SWCNTs, we observe a random decrease
of the nanoparticles velocity with the increase of ψ . This is similar
to the study by Zahir et al.56

We notice a decrease of both the concentration and the tem-
perature for the increasing values of ψ , and for Figs. 24 and 25, the
solid volume fraction evolves in an increasing manner and higher
than the value 0.1, to observe its evolution for different structures.
It is observed, for the concentration and the temperature, a birth
of an inflection zone for which of an initial time until a certain
time, we have a decrease of the parameters of distributions. After
that time, growth of the system is observed. So, for small values of
ψ , we observe a certain order of the system, and for large values ofψ ,
a certain disorder is observed. This is illustrated by Figs. 26 and 27,
which led us to study the evolution of nanoparticles for larges val-
ues of ψ . We note the drop in concentration and temperature of
TiO2 up to the inflection point, while for the velocities, it turns
out that the SWCNT particle has to be able to move faster in the
medium and to accelerate the dynamics of the nanofluid, as shown
in Fig. 28. As far as Cu is concerned, it moves slowly but with the
ability to speed up the velocity of the nanofluid compared to Al2O3

and TiO2 for a largeψ . In Fig. 29, the evolution of concentration and

temperature has been expressed. We realize that for a big value ofψ ,
the nanoparticle TiO2 reduced considerably compared to the small
value of ψ ; then, in this case, when the viscosity of the nanofluid
increases, the concentration and the temperature of the medium
tend to decrease. Figure 30 gives us the evolution of the velocity of
the fluid for the increasing porosity parameter; it allows the decrease
of the velocity and thus makes the medium more viscous. So, we
observe in Fig. 31 an increase in the activation energy allowing the
growth of the concentration characterizing the presence of several
nanoparticles. Figures 32–34 show the behavior of the sphericity
parameter of the nanoparticle shapes in the case of SWCNTs, TiO2,
and Cu, the more this parameter increases, the more the concentra-
tion, the temperature, and the velocity of the nanofluid evolve, thus
adding to this type of study, which was carried out by Timofeeva
et al.39 who were interested in the effects of particle shape on the
thermophysical properties of alumina nanofluids considered as base
fluid.

V. CONCLUSION

In the present study, we focused on the effect of the ther-
mal radiation, chemical reaction, and magnetic field through a
magneto-hydrodynamic blood flow in the presence of nanoparti-
cles stressing an exponentially accelerated infinite vertical plate. To
solve the equation governed by this problem, we used the numerical
L1-algorithm method of Caputo fractional-order derivative opera-
tor. The results were plotted by using a Matlab code with differ-
ent parameters, such as magnetic (M), solid volume fraction (ψ),
sphericity (η), etc., to observe their influence in the velocity, temper-
ature, and concentration. We concluded that mass transfer of blood,
alumina, tin and copper SWCNTs onto a flat plate in the presence
of a chemical reaction produces a bifurcated system for high val-
ues of sphericity ψ for different forms of nanoparticles between the
central line and the vessel walls with oscillating flow. The presence
of Cu–blood and SWCNT–blood plays a dominant role in the flow
field.

Thermal radiation can influence the effective viscosity of the
fluid, which indirectly affects the velocity profile and increases the
temperature at the vessel centerline, which is very important during
hyperthermia. This study improves on the one proposed by Asifa
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et al.,55 where the model was a compressible form of heat trans-
fer with a nanofluid hybrid flowing over a rotating disk, and gives
an idea of the influence of the shape of the nanoparticles in the
fractional blood flow model.
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REFERENCES
1R. Feynman, “Nanotechnology,” Caltech Eng. Sci. 23, 22–36 (1960).
2S. Bayda, M. Adeel, T. Tuccinardi, M. Cordani, and F. Rizzolio, “The his-
tory of nanoscience and nanotechnology: From chemical–physical applications
to nanomedicine,” Molecules 25, 112 (2020).
3K. S. R. Vani and D. Rao, “Effect of thermal radiation on unsteady convective
heat transfer flow of a rotating nano-fluid past a vertical plate,” Adv. Appl. Sci.
Res. 7, 83–94 (2016).
4S. Majee and G. C. Shit, “Numerical investigation of MHD flow of blood and
heat transfer in a stenosed arterial segment,” J. Magn. Magn. Mater. 424, 137–147
(2017).
5S. U. S. Choi and J. A. Eastman, Enhancing Thermal Conductivity of Fluids with
Nanoparticles (Argonne National Laboratory, Illinois, 1995).
6F. Shahzad, M. Sagheer, and S. Hussain, “Numerical simulation of magneto-
hydrodynamic Jeffrey nanofluid flow and heat transfer over a stretching sheet
considering Joule heating and viscous dissipation,” AIP Adv. 8, 065316 (2018).
7G. Aaiza, I. Khan, and S. Shafie, “Energy transfer in mixed convection MHD flow
of nanofluid containing different shapes of nanoparticles in a channel filled with
saturated porous medium,” Nanoscale Res. Lett. 10, 490 (2015).
8M. Lomascolo, G. Colangelo, M. Milanese, and A. De Risi, “Review of heat
transfer in nanofluids: Conductive, convective and radiative experimental results,”
Renew. Sustain. Energy Rev. 43, 1182–1198 (2015).
9N. Casson, “A flow equation for pigment-oil suspensions of the printing ink
type,” in Rheol. Disperse Syst., edited by C. C. Mills (Pergamon Press, Oxford,
1959), pp. 84–104.
10A. Ogulu and A. R. Bestman, “Deep heat muscle treatment a mathematical
model-II,” Acta Phys. Hun. 73, 17 (1993).
11K. S. Mekheimer and M. A. El Kot, “Suspension model for blood flow through
catheterized curved artery with time-variant overlapping stenosis,” Eng. Sci.
Technol. Int. J. 18, 452–462 (2015).
12O. I. Craciunescu and S. T. Clegg, “Pulsatile blood flow effects on tempera-
ture distribution and heat transfer in rigid vessels,” J. Biomech. Eng. 123, 500–505
(2001).
13T.-L. Horng, W.-L. Lin, C.-T. Liauh, and T.-C. Shih, “Effects of pulsatile blood
flow in large vessels on thermal dose distribution during thermal therapy,” Med.
Phys. 34, 1312–1320 (2007).
14T. Higashi, A. Yamagishi, T. Takeuchi, N. Kawaguchi, S. Sagawa, S. Onishi
et al., “Orientation of erythrocytes in a strong static magnetic field,” Blood 82,
1328–1334 (1993).
15A. Yamagishi, “Biological systems in high magnetic field,” J. Magn. Magn.
Mater. 90, 43–46 (1990).
16K. Vajravelu, K. V. Prasad, and C.-O. Ng, “Unsteady convective boundary
layer flow of a viscous fluid at a vertical surface with variable fluid properties,”
Nonlinear Anal.: Real World Appl. 14, 455–464 (2013).
17R. Kandasamy, R. Mohamad, and M. Ismoen, “Impact of chemical reaction
on Cu, Al2O3 and SWCNTs–nanofluid flow under slip conditions,” Eng. Sci.
Technol. Int. J. 19, 700–709 (2016).
18S. Pramanik, “Casson fluid flow and heat transfer past an exponentially porous
stretching surface in presence of thermal radiation,” AIN Shams Eng. J. 5, 205–212
(2014).
19P. C. Reid, R. E. Hari, G. Beaugrand, D. M. Livingstone, C. Marty, D. Straile,
J. Barichivich, E. Goberville, R. Adrian, Y. Aono et al., “Global impacts of the
1980s regime shift,” Glob. Chang. Biol. 22, 682–703 (2016).
20M. Qayyum and H. Khan, “Behavioral study of unsteady squeezing flow
through porous medium,” J. Porous Media 19, 83–94 (2016).

21A. Khalid, I. Khan, A. Khan, and S. Shafie, “Unsteady MHD free
convection flow of Casson fluid past over an oscillating vertical plate
embedded in a porous medium,” Eng. Sci. Technol. Int. J. 18, 309–317
(2015).
22B. Ali, Y. Nie, S. Hussain, A. Manan, and M. T. Sadiq, “Unsteady magneto-
hydrodynamic transport of rotating Maxwell nanofluid flow on a stretching sheet
with Cattaneo–Christov double diffusion and activation energy,” Therm. Sci. Eng.
Prog. 20, 100720 (2020).
23B. S. T. Alkahtani and A. Atangana, “Analysis of non-homogeneous heat model
with new trend of derivative with fractional order,” Chaos Soliton. Fract. 89,
566–571 (2016).
24D. Baleanu and A. Fernandez, “On some new properties of fractional derivatives
with Mittag-Leffler kernel,” Commun. Nonlinear Sci. Numer. Simul. 59, 444–462
(2018).
25A. Khan, K. Ali Abro, A. Tassaddiq, and I. Khan, “Atangana–Baleanu and
Caputo Fabrizio analysis of fractional derivatives for heat and mass transfer of
second grade fluids over a vertical plate: A comparative study,” Entropy 19, 279
(1980).
26W. A. Azhar, D. Vieru, and C. Fetecau, “Free convection flow of some fractional
nanofluids over a moving vertical plate with uniform heat flux and heat source,”
Phys. Fluids 29, 082001 (2017).
27S. Mukhopadhyay, “Casson fluid flow and heat transfer over a nonlinearly
stretching surface,” Chin. Phys. B 22, 074701 (2013).
28Z. Cao, J. Zhao, Z. Wang, F. Liu, and L. Zheng, “MHD flow and heat transfer of
fractional Maxwell viscoelastic nanofluid over a moving plate,” J. Mol. Liq. 222,
1121–1127 (2016).
29M. Zhang, M. Shen, F. Liu, and H. Zhang, “Modeling heat transport in nanoflu-
ids with stagnation point flow using fractional calculus,” Appl. Math. Model. 40,
8974–8984 (2016).
30M. Shen, L. Chen, M. Zhang, and F. Liu, “A renovated Buongiorno’s model for
unsteady Sisko nanofluid with fractional Cattaneo heat flux,” Int. J. Heat Mass
Transf. 126, 277–286 (2018).
31M. Zhang, M. Shen, F. Liu, and H. Zhang, “A new time and spatial fractional
heat conduction model for Maxwell nanofluid in porous medium,” Comput.
Math. Appl. 78, 1621–1636 (2019).
32C. D. K. Bansi, C. B. Tabi, T. G. Motsumi, and A. Mohamadou, “Fractional
blood flow in oscillatory arteries with thermal radiation and magnetic field
effects,” J. Magn. Magn. Mater. 456, 38–45 (2018).
33C. B. Tabi, P. A. Y. Ndjawa, T. G. Motsumi, C. D. K. Bansi, and T. C. Kofané,
“Magnetic field effect on a fractionalized blood flow model in the presence of
magnetic particles and thermal radiations,” Chaos Soliton. Fract. 131, 109540
(2019).
34J. Zhao, L. Zheng, X. Zhang, and F. Liu, “Unsteady natural convection boundary
layer heat transfer of fractional Maxwell viscoelastic fluid over a vertical plate,” Int.
J. Heat Mass Transf. 97, 760–766 (2016).
35J. Zhao, L. Zheng, X. Zhang, and F. Liu, “Convection heat and mass transfer
of fractional MHD Maxwell fluid in a porous medium with Soret and Dufour
effects,” Int. J. Heat Mass Transf. 103, 203–210 (2016).
36D. Baleanu, B. Agheli, and M. M. Al Qurashi, “Fractional advection differential
equation within Caputo and Caputo–Fabrizio derivatives,” Adv. Mech. Eng. 8,
1687814016683305 (2016).
37X.-J. Yang, F. Gao, and H. M. Srivastava, “Exact travelling wave solutions for the
local fractional two-dimensional Burgers-type equations,” Comput. Math. Appl.
73, 203–210 (2017).
38M. Shen, S. Chen, and F. Liu, “Unsteady MHD flow and heat transfer of
fractional Maxwell viscoelastic nanofluid with Cattaneo heat flux and different
particle shapes,” Chin. J. Phys. 56, 1199–1211 (2018).
39E. V. Timofeeva, J. L. Routbort, and D. Singh, “Particle shape effects on
thermophysical properties of alumina nanofluids,” J. Appl. Phys. 106, 014304
(2009).
40F. Ali, S. Murtaza, N. A. Sheikh, and I. Khan, “Heat transfer analy-
sis of generalized Jeffery nanofluid in a rotating frame: Atangana–Balaenu
and Caputo–Fabrizio fractional models,” Chaos Soliton. Fract. 129, 1–15
(2019).
41K. Ilyas, “New idea of Atangana and Baleanu fractional derivatives to human
blood flow in nanofluids,” Chaos 29, 013121 (2019).

Chaos 31, 093109 (2021); doi: 10.1063/5.0053149 31, 093109-14

Published under an exclusive license by AIP Publishing



Chaos ARTICLE scitation.org/journal/cha

42F. M. Hady, F. S. Ibrahim, S. M. Abdel-Gaied, and M. R. Eid, “Radiation effect
on viscous flow of a nanofluid and heat transfer over a nonlinearly stretching
sheet,” Nanoscale Res. Lett. 7, 1–13 (2012).
43C. B. Tabi, T. G. Motsumi, C. D. K. Bansi, and A. Mohamadou, “Nonlinear
excitations of blood flow in large vessels under thermal radiations and uniform
magnetic field,” Commun. Nonl. Sci. Numer. Simul. 49, 1 (2017).
44A. N. Brooks and T. J. R. Hughes, “Streamline upwind/Petrov-Galerkin for-
mulations for convection dominated flows with particular emphasis on the
incompressible Navier-Stokes equations,” Comput. Methods Appl. Mech. Eng.
32, 199–259 (1996).
45A. Atangana and D. Baleanu, “New fractional derivatives with nonlocal
and non-singular kernel: Theory and application to heat transfer model,”
arXiv:1602.03408 (2016).
46A. I. Aliyu, M. Inc, A. Yusuf, and D. Baleanu, “A fractional model of ver-
tical transmission and cure of vector-borne diseases pertaining to the Atan-
gana–Baleanu fractional derivatives,” Chaos Soliton. Fract. 116, 268–277 (2018).
47M. Caputo, “Linear models of dissipation whose Q is almost frequency
independent-II,” Geophys. J. Int. 13.5, 529–539 (1967).
48A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and Applications of
Fractional Differential Equations (Elsevier Science Limited, 2006), Vol. 204.
49M. Caputo, Elasticita e Dissipazione (Zanichelli, 1969).

50F. Liu, P. Zhuang, V. Anh, I. Turner, and K. Burrage, “Stability and conver-
gence of the difference methods for the space–time fractional advection–diffusion
equation,” Appl. Math. Comput. 191, 12–20 (2007).
51A. Farhad, A. S. Nadeem, I. Khan, and M. Saqid, “Magnetic field effect on
blood flow of Casson fluid in axisymmetric cylindrical tube: A fractional model,”
J. Magn. Magn. Mater. 423, 327–336 (2017).
52S. Ijaz, Z. Iqbal, E. N. Maraj, and S. Nadeem, “Investigation of Cu-CuO/blood
mediated transportation in stenosed artery with unique features for theoretical
outcomes of hemodynamics,” J. Mol. Liq. 254, 421–432 (2018).
53A. S. Nahad, V. Dumitru, and F. Constantin, “Effect of the fractional order and
magnetic field on the blood flow in cylindrical domains,” J. Magn. Magn. Mater.
409, 10–19 (2016).
54R. Sharma, S. M. Hussain, H. Joshi, and G. S. Seth, “Analysis of radiative
magneto-nanofluid over an accelerated plate in a rotating medium with Hall
effects,” Trans. Tech. Publ. 11, 129–145 (2017).
55A. Tassaddiq, S. Khan, M. Bilal, T. Gul, S. Mukhtar, Z. Shah, and E. Bonyah,
“Heat and mass transfer together with hybrid nanofluid flow over a rotating disk,”
AIP Adv. 10, 055317 (2020).
56Z. Shah, E. Bonyah, S. Islam, and T. Gul, “Impact of thermal radiation on elec-
trical MHD rotating flow of Carbon nanotubes over a stretching sheet,” AIP Adv.
9, 015115 (2019).

Chaos 31, 093109 (2021); doi: 10.1063/5.0053149 31, 093109-15

Published under an exclusive license by AIP Publishing



Chaos 32, 089902 (2022); https://doi.org/10.1063/5.0085998 32, 089902

© 2022 Author(s).

Erratum: “Fractional blood flow in
rotating nanofluid with different shapes
nanoparticles in the influence of activation
energy and thermal radiation” [Chaos 31,
093109 (2021)]
Cite as: Chaos 32, 089902 (2022); https://doi.org/10.1063/5.0085998
Submitted: 21 January 2022 • Accepted: 28 January 2022 • Published Online: 17 August 2022

 P. A. Ndjawa Yomi,  C. D. Bansi Kamdem, T. Nkoa Nkomom, et al.



Chaos ERRATUM scitation.org/journal/cha

Erratum: “Fractional blood flow in rotating
nanofluid with different shapes nanoparticles in
the influence of activation energy and thermal
radiation” [Chaos 31, 093109 (2021)]

Cite as: Chaos 32, 089902 (2022); doi: 10.1063/5.0085998

Submitted: 21 January 2022 · Accepted: 28 January 2022 ·

Published Online: 17 August 2022 View Online Export Citation CrossMark

P. A. Ndjawa Yomi,1 C. D. Bansi Kamdem,1,a) T. Nkoa Nkomom,2 C. B. Tabi,3 A. Mohamadou,4 and

T. C. Kofane5

AFFILIATIONS

1Laboratory of Biophysics, University of Yaounde I, B.P. 812, Yaounde, Cameroon
2Department of Physics, Higher Teacher Training College of Bertoua, B.P. 652, Bertoua, Cameroon
3Botswana International University of Science and Technology, Private Bag 16, Palapye, Botswana
4Department of Physics, Faculty of Science, University of Maroua, B.P. 814, Maroua, Cameroon
5Laboratory of Mechanics, University of Yaounde I, B.P. 812, Yaounde, Cameroon

a)Author to whom correspondence should be addressed: bansidelphin@yahoo.fr

https://doi.org/10.1063/5.0085998

Through this Erratum, we are correcting the reference 19
in the introduction with Kataria and Patel [H. R. Kataria
and H. R. Patel, “Radiation and chemical reaction effects
on MHD Casson fluid flow past an oscillating vertical plate

embedded in porous medium,” Alexandria Eng. J. 55, 583–595
(2016).]

Let us consider the modified model proposed in our previously
published paper:1
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where νnf represents dynamic viscosity. The modified dimensionless
variables and parameters follow:
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Then, after introducing the dimensionless variables, we replace the
nanofluid and equivalent fluid expressions given by Eq. (3):
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By considering the Rosseland approximation for radiation in the
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system (1), we arrive at Eq. (4):
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On page 4 of our previously published paper,1 the expression of
∂qr
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should be
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. Also, ∂T∗
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In addition, the scaling of time and velocities in Eq. (5) of
our previously published paper1 has been modified subsequently,
including the presence of the fluid density in many of the scaled
parameters and making no changes to Eq. (6) and the rest of the
work in Ref. 1.

The system as follows:
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ρnf × (β)nf is equivalent to (ρβ)nf because we consider (nf) as
the index of notations of nanofluids and we have two cases:
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ρnf(βT)nf = (ρβT)nf = (1 − ψ)(ρβT)f + ψ(ρβT)p,

ρnf(βC)nf = (ρβC)nf = (1 − ψ)(ρβC)f + ψ(ρβC)p,

where (f) is the index of notation of fluids, and (p) the index for
particles: TiO2, Al2O3, etc.

(βT)nf, (βT)f, (βC)nf, (βC)f are just notations of the thermal
expansion to distinguish the Grashof case temperature and con-
centration in the system, for reasons of transformations and equiv-
alence. But thereafter, they are taken identical in the numerical
program since a particle has a unique β , the values of the parameter
(βC)p not being given in the literature.

The thermal expansion parameters in the notation of the tem-
perature and concentration case have been considered as thermal
expansion parameters of the studied chemical particle or nanopar-
ticle whose properties have been introduced in Table II of our
previously published paper.1

(ρCt)f is the product of density and the specific heat for the case
of base fluid, ρf is the density of base fluid, (Ct)f is the specific heat
for the case of base fluid, T∗

∞
is temperature of the ambient fluid,

C∗

∞
is concentration of the ambient fluid, w∗ is a velocity component

along z axe, v∗ is a velocity component along y axe, DT is the thermal
diffusivity.

Moreover, the input error of the sign in Eqs. (6) and (7), respec-
tively, of our previously published paper1 for the concentration

distribution equation,

cD
α
t u =

1

E1E3

∂2u

∂r2
−

Kp

E1E3

u −
E6M

2

E3

u +
E4Gr

E3

θ

+
E7Gm

E3

φ + S
∂u

∂r
+ Rv,

cD
α
t v =

1

E1E3

∂2v

∂r2
−

Kp

E1E3

v −
E6M

2

E3

v + S
∂v

∂r
− Ru,

(6)

cD
α
t θ =

1

Pr

[

E2

E5

∂2θ

∂r2
−

Q

E5

θ

]

+ S
∂θ

∂r
,

cD
α
t φ =

1

Le

[

∂2φ

∂r2
+

Nt

Nb

∂2θ

∂r2

]

− Leλ∗(1 + γ θ)m exp

(

−EE

1 + γ θ

)

φ

+ S
∂φ

∂r
.
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Abstract Modulational instability of continuous-wave solutions is investigated in Jeffrey fluids with application to blood flow in
arteries. The multiple-scale expansion is used to show that backward propagating dissipative blood waves can be studied through a
set of nonlinearly coupled complex Ginzburg–Landau equations. Characteristics of the modulational instability are produced, where
the instability gain spectrum is investigated under both low and high viscous effects. In the two regimes, the most obvious effect is
the enlargement of the instability bandwidth while increasing the viscosity coefficient.

1 Introduction

Understanding the various behaviors of blood waves has become a subject of deep interest, as they can be used to test the hypothesis
of disease formation, assess and diagnose cardiovascular diseases. These waves mainly give important information about the blood
pressure which should be self-regulated for a better functioning of vital organs. In general, highly localized blood pulses indicate
an enhancement of the blood pressure (BP), due to the increases of the heart rate, in either normal or pathological situations [1–3].
In the particular case of cardiovascular diseases, the uncontrolled increase in the BP exposes individuals to some fatal heart attack
and stroke possibilities. One of the main factors that is sometimes ignored or considered in critical case decision is the viscosity of
blood [4], which describes the resistance to flow and gives the pressure drop and the wall shear stress. Its increase requires the heart
to work harder in pushing the viscous blood out at even higher pressures, therefore affecting the intimal layer of the vessel, which
results to the formation of diseases like atherosclerosis, aneurism and stenoses [5–8]. Of course, some solutions to these vascular
diseases include the use of prostheses, whose properties should be similar to those of real arterial walls. In order to model such
elastic tubes and the fluid flowing inside, many models have been proposed, all of them converging to the fact that the profile of the
blood pressure have solitonic characteristics, as found from solving the KdV and nonlinear Schrödinger (NLS) equations [9–15].
Although they effectively illustrate the pulsatile nature of blood flow, none of the above models inherently include viscous effects.
One of the major reasons might be that they apply to large vessels and are mainly based on the theory of Navier–Stokes fluids
[9–15]. Objectively, blood is mainly made of red blood cells, platelets and leukocytes, which makes it a non-Newtonian fluid [16].
Furthermore, when the diameter of the blood vessel reduces to the same order of magnitude as red blood cells, the non-Newtonian
character of blood should be considered [17]. More explanations on this aspect can be found in the works Majhi and Nair [18],
Prakash and Ogulu [19], Akbar et al. [20], where the simplest way to describe such fluids is through the Jeffrey model [21–24]. It
is, in fact, the simplest form of non-newtonian fluids, which include straightforwardly the viscosity of blood. It has been applied
to unsteady flow of fluid through tapered elastic aorta with stenosis [25]. The problem of peristaltic transport of Jeffrey fluids has
been addressed by Vajravelu et al. [26] using a vertical porous stratum. Blood has also been modelled, by Akbar and Nadeem [27],
as Jeffrey fluid with variable viscosity, flowing into a tapered artery with stenosis. An oscillatory flow of a jeffrey fluid in an elastic
tube of variable cross section was studied by Narayana et al. [28]. It appears that, without taking into account the viscosity of the
medium, the effect of the nonlinear parameter during the flow of a Jeffrey fluid in a conical tube is linearly localized and narrowed

Using the same model, we first want to show that the global dynamics of blood can be reduced to a set of nonlinearly coupled
complex Ginzburg– Landau (CGL) equations. CGL equations arise in any dissipative nonlinear model [29], including fluid dynamics
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[30], nonlinear optics [31, 32], laser physics [33, 34], theory of phase transitions [35], nonlinear transmission line [36–38] and in
the stick-slip motion [39]. Generalized solutions can be obtained through the activation of modulational instability (MI), which
suggests that plane wave profiles φ(x, t) ∼ ei(kx−ωt) become unstable under modulation as a result of the competitive nonlinear and
dispersive effects [32, 40, 41]. This results to an exponential growth rate of some unstable modes, such that the plane wave solution
breaks up into trains of waves with solitonic profiles. This has been addressed in a broad range of disciplines ranging from fluid
dynamics [40], nonlinear optics [32, 42], biophysics and plasma physics [43–47] and so on.

More recently, the same technique has been used to show, analytically and numerically, the existence of Mayer’s waves in a
modified Yomosa’s model [45] for large elastic blood vessels, in the absence of viscosity. In the presence of viscosity, we observe
the propagation of dissipative Mayer waves in viscoelastic tubes filled with blood fluid [48]. Then, we may associate such effects to
the present model and study their impact on the emergence of Mayer’s waves

This is also implemented in this letter, to bring out the possibility of the Jeffrey fluid model to exhibit modulated or Mayer’s
waves, arterial pressure oscillations slower than respiration, originating from oscillations induced in sympathetic nerve activation of
peripheral resistance vessels [49]. To efficiently address this issue, we first reduce the constitutive equations, via the multiple-scale
expansion, to a set of CGL equations. Analytical calculations on the theory of MI then follow, where we propose the condition
for modulated localized soliton-like structures to be observed. Particularly, numerical calculations of the gain are made, where the
impact of low and high viscous effects is discussed. Some concluding remarks are finally given (Fig. 1).

2 The coupled CGL equations for Jeffrey fluids

We consider a thin elastic tube, filled with an incompressible fluid. The radius of the cross section of the tube is r � a(z), with
r � 0 being the axis of the tube. If P is the pressure, λ1 the ration of relaxation to retardation time, λ2 the delay time. The Cauchy
and extra stress tensors T and s respectively are given by the constitutive equations:

T � −pI + s, s � μ

1 + λ1
(γ̇ + λ2γ̈ ), (1)

where I is the identity tensor and γ is the shear rate, with γ̇ � ∂γ
∂t . When the Jeffrey fluid described above flows through the elastic

tube, the equations that describe the motion of the fluid are written as follows:

∂u∗

∂t∗
+ u∗ ∂u∗

∂r∗ + w∗ ∂u∗

∂z∗
� − 1

ρ0

∂p∗

∂r∗ + ν

[
1

1 + λ1

∂

∂r∗

(
u∗

r∗ +
∂u∗

∂r∗

)
+

∂2u∗

∂z∗2

]
,

∂w∗

∂t∗
+ u∗ ∂w∗

∂r∗ + w∗ ∂w∗

∂z∗
� − 1

ρ0

∂p∗

∂z∗
+ ν

[
1

r∗
∂

∂r∗

(
r∗

1 + λ1

∂w∗

∂r∗

)
+

∂2w∗

∂z∗2

]
,

(2)

where u∗ and w∗ are the velocity components in r∗ and z∗ direction respectively. ρ0 is the density of the fluid and ν is its dynamic
viscosity coefficient. The pressure P∗ is related to the radial displacement of the wall ψ , via the equation

ρ0
∂2ψ∗

∂t∗2 � p∗ − p∗
e

H0

(
1 +

ψ∗

εa0

)
− h0Eψ∗(1 + aψ∗/εa0)

H0εa2
0(1 + ψ∗/εa0)

, (3)

with E being the Young’s modulus and a the nonlinear coefficient of elasticity. a0 denotes the equilibrium radius of the tube at rest,
h0 represents the thickness of the wall and H0 is the effective inertial thickness of the wall. The velocities u∗ and w∗ satisfy the
continuity equation, given by:

∂u∗

∂r∗ +
u∗

r∗ +
∂w∗

∂z∗
� 0. (4)

The dimensionless parameters t∗ � ω0t, r∗ � r
a0

, z∗ � εz
a0

, u∗ � u
εu0

, w∗ � W
u0

, p∗ − p∗
e � εa0

ρ0u0ν
p, ψ∗ � a0εψ are

introduced into Eqs. (2), (3) and (4), so that the equations for the dynamics of the system become:

ε2α2 ∂u

∂t
+ ε3Re

(
u

∂u

∂r
+ W

∂u

∂z

)
� −∂p

∂r
+ ε2

[
1

1 + λ1

∂

∂r

(
u

r
+

∂u

∂r

)]
+ ε4 ∂2u

∂z2 ,

α2 ∂W

∂t
+ εRe

(
u

∂W

∂r
+ W

∂W

∂z

)
� −∂p

∂z
+

1

r

∂

∂r

(
r

1 + λ1

∂W

∂r

)
+ ε2 ∂2W

∂z2 ,

∂u

∂r
+
u

r
+

∂W

∂z
� 0,

ρ0(1 − ψ)ω−2
0 εa0

∂2ψ

∂t2 � εa0

H0ρ0νu0
P − ε3h0H0Ea

3
0ψ(1 + aψ)(1 − 2ψ),

(5)

with the boundary conditions u � St
∂ψ
∂t ,W � 0, on r � S.

α � a0( ω0
ν

)1/2 is the Womersley parameter and Re � u0a0
ν

(is the Reynolds number). St � ω0a0
u0

is the Strouhal number,
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Fig. 1 Geometry of the problem

with u0 being the characteristic velocity and w0 the frequency of oscillatory flow. The terms in ε and higher order terms can
be neglected, and additionally to the boundary conditions and the continuity equation, the following equations for the fluid-tube
dynamics can be obtained:

r
∂2W

∂r2 +
∂W

∂r
− (1 + λ1)r

∂P

∂z
− α2(1 + λ1)r

∂W

∂t
� 0,

st
r

∂ψ

∂t
+ st

∂2ψ

∂t∂r
+

∂W

∂z
� 0,

β1(1 − ψ)
∂2ψ

∂t2 � P,

(6)

where β1 � ω−2
0 ρ2

0 H0νu0.
We are interested in modulated waves, and it is most suitable to make use of the multiple-scaling expansion by considering the

stretched coordinates

rn � εnr, zn � εnz, tn � εnt, (n � 0, 1, 2, 3, ...), (7)

and the derivative expansions:

∂

∂r
�

N∑
n�0

εn
∂

∂rn
,

∂

∂z
�

N∑
n�0

εn
∂

∂zn
,

∂

∂t
�

N∑
n�0

εn
∂

∂tn
. (8)

In what follows, the field variables are assumed to be functions of the stretched variables, and we expand them into asymptotic series
of ε as follows:

ψ �
∞∑
n�1

εnψn(r0, r1, r2, ...; z0, z1, z2, ...; t0, t1, t2, ...),

W �
∞∑
n�1

εnWn(r0, r1, r2, ...; z0, z1, z2, ...; t0, t1, t2, ...),

P �
∞∑
n�1

εn Pn(r0, r1, r2, ...; z0, z1, z2, ...; t0, t1, t2, ...).

(9)
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Fig. 2 Dispersion relation for
st � 0.2, a � 1, r0 � 0.35

On this basis, we can gather the different terms, and coefficients of the powers of the small parameter ε, hence the main order O(ε),
after having inserted : a � 1 + λ1 and b � α2(1 + λ1), we get the set of equations:

P1 − β1
∂2ψ1

∂t2
0

� 0,

st
∂ψ1

∂t0
+ str0

∂2ψ1

∂t0∂r0
+ r0

∂W1

∂z0
� 0,

r0
∂2W1

∂r2
0

+
∂W1

∂r0
− ar0

∂P1

∂z0
,−br0

∂W1

∂t0
� 0.

(10)

One of the most fascinating phenomena in the process of blood flow is the coexistence of forward and backward propagating waves.
They are assumed to propagate with the same angular frequency ω, and opposite wavenumbers k and −k. One can then consider
trial solutions for Eq. (10), in the generalized forms

ψ1 � ψeiθ + ψ ′eiθ ′
+ c.c., W1 � W (1)

1 eiθ + W ′(1)
1 eiθ

′
+ c.c., P1 � P (1)

1 eiθ + P ′(1)
1 eiθ

′
+ c.c, (11)

where θ � ωt0 − kz0 − kr0 and θ ′ � ωt0 + kz0 + kr0 are two phases for the carrier waves, with ω′ � ω. Plugging solutions (11)
into Eq. (10) leads to a set of inhomogeneous equations in ψ , ψ ′, W ′(1)

1 , W (1)
1 , P ′(1)

1 , and P (1)
1 whose nontrivial solutions exist, if its

determinant is zero. This leads to the dispersion relation

ω � kst [ar0k2β1(r2
0 k

2 − 1) − bst (1 + k2r2
0 )]

r0[b2s2
t (1 + k2r2

0 ) + ar0k2β1(2bst + ar0k2β1)]

− i
k2st [bst (1 + k2r2

0 ) + 2ar0k2β1]

[b2s2
t (1 + k2r2

0 ) + ar0k2β1(2bst + ar0k2β1)]
� ωr + iωi

(12)

Figure 2 shows us the dispersion relation as a function of the wave number (k), for different values of “b” and “β1” increasing.
It is observed a decrease in the frequency during the increase of “b” and “β1”. This dispersion relation obtained admits a trivial
solution, which is influenced by the parameters “b” and “β1”, depend strongly on the viscosity of the medium and where “b” depends
jointly on “λ1” and the viscosity. This is observed in Fig. 2a, b respectively. The variation of these two parameters imposes a very
fast vibration, that decreases with the increase in each of them, while keeping a stable inflection point in zero.

So that, W ′(1)
1 , W (1)

1 , P ′(1)
1 , and P (1)

1 are written as:

W (1)
1 �

(
1

kr0
+ i

)
ωstψ ; W

′(1)
1 �

(
1

kr0
− i

)
ωstψ

′,

P (1)
1 �

{
ωst (k − ωbr0 − k3r2

0 )

k2r2
0a

+ i
ωst (br0ω − 2k)

kar0

}
ψ,

P
′(1)
1 �

{
ωst (k + ωbr0 − k3r2

0 )

k2r2
0a

+ i
ωst (br0ω + 2k)

kar0

}
ψ ′.

(13)
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Fig. 3 Group velocity for
st � 0.2, a � 1, r0 � 0.35

As functions of ψ and ψ ′, the same procedure can be adopted for the order O(ε2), whose solutions can be investigated in the form

ψ2 � ψ2
(0)

+ ψ
(1)
2 eiθ + ψ

′(1)
2 eiθ

′
+ ψ

(2)
2 e2iθ + ψ

′(2)
2 e2iθ ′

+ ψ
(+)
2 ei(θ+θ ′) + ψ

(−)
2 ei(θ−θ ′) + cc

W2 � W2
(0)

+ W (1)
2 eiθ + W

′(1)
2 eiθ

′
+ W (2)

2 e2iθ + W
′(2)
2 e2iθ ′

+ W (+)
2 ei(θ+θ ′) + W (−)

2 ei(θ−θ ′) + cc

P2 � P2
(0)

+ P (1)
2 eiθ + P

′(1)
2 eiθ

′
+ P (2)

2 e2iθ + P
′(2)
2 e2iθ ′

+ P (+)
2 ei(θ+θ ′) + P (−)

2 ei(θ−θ ′) + cc,

(14)

Replacing the above into the corresponding equations and letting the coefficients of e−iθ , e−2iθ , e−iθ ′
, e−2iθ ′

, e−i(θ+θ ′), and e−i(θ−θ ′)

equal to zero, we obtain the different terms for solutions (14) as given in "Appendix A" as functions of ψ , ψ ′, ψ+
2 and ψ

′(1)
2 . The

solvability condition for the found systems give the group velocity

vg � ∂ω

∂k
� −str4

0a
2β3

1k
8 − l1k6 + l2k4 + l3k2 + b2s3

t (bst − ar0)

r0[a2r2
0 β2

1k
4 + (b2s2

t r
2
0 + 2abr0β1st )k2 + b2s2

t ]2

− i
2br2

0 s
2
t (aβ1 + br0st )(3aβ1 + br0st )k5 + 4b2s3

t r0(br0st + 2aβ1)k3 + 2b3s4
t k

[a2r2
0 β2

1k
4 + (b2s2

t r
2
0 + 2abr0β1st )k2 + b2s2

t ]2
� vr + ivi ,

(15)

where

l1 � str
2
0a

2β3
1 + abs2

t r
3
0 (ar0 + 6)β2

1 + 3s3
t r

4
0b

2β1,

l2 � str0a[bst (2 − 3ar0) + 3a3r2
0 ]β2

1 + s4
t r

3
0b

2a(2ar0 − 4)β1 + s5
t r

5
0b

3a,

l3 � [s3
t b

2(3 − 2ar0) + 2bs2
t a

2r2
0 ]β1 + s3

t b
2r2

0 (ar0 + 2bst ).

Figure 3 shows the group velocity as a function of wavenumber (k). Fig. (3)a highlights the group velocity for an increase in
“b”. We observe that, the Jeffrey fluid has the ability to have a very high viscosity for large values of “b”. Fig. (3)b shows us for an
increase in “β1”, a clearer localization of the wave. Also, Fig. (3) shows inflection points between group velocity and wave number.

In the basic models proposed by Yomosa [9], the study on viscosity is not taken into account. On the other hand, the modified
model of Yomosa proposed by Bansi et al. [48], it is observed that, the dispersion relation is entirely dependent on the thickness of
the artery structure, whose study shows that the frequency waves decrease with them. Now, we realize that taking into account the
viscosity in this new model, we present the vibratory modes of frequency waves by varying the coefficients “b” and “β1”, which are
very strongly dependent on the viscosity.

In order to get the coupled amplitude equations, we finally consider the order O(ε3) and we make use of the solutions obtained
for O(ε) and O(ε2). On collecting the coefficients of e−iθ and e−iθ ′

and setting them to zero, we finally obtain the following set of
coupled equations:

i
∂ψ

∂τ
+ P

∂2ψ

∂ξ2 + [Q1|ψ |2+Q2|ψ ′|2]ψ � −
{
R

∂2ψ

∂ξ∂τ
+ M

∂3ψ

∂ξ2∂τ
+ S

∂3ψ

∂ξ3 + T
∂4ψ

∂ξ4

}
,

i
∂ψ ′

∂τ
+ P ′ ∂2ψ ′

∂ξ2 + [Q′
1|ψ ′|2+Q′

2|ψ |2]ψ ′ � −
{
R′ ∂2ψ ′

∂ξ∂τ
+ M ′ ∂3ψ ′

∂ξ2∂τ
+ S′ ∂3ψ ′

∂ξ3 + T ′ ∂4ψ ′

∂ξ4

}
,

(16)

for ψ and ψ ′. The coefficients P � Pr + i Pi , Q1 � Qlr + i Qli , Q2 � Q2r + i Q2i , M � Mr + iMi , R � Rr + i Ri , S � Sr + i Si
and T � Tr + iTi , and their equivalents with the prime for Eq. (16), are all complex and given in "Appendix B". These are modified
CGL equations, that are nonlinearly coupled via the coefficients Q2 and Q′

2, with third and fourth order spatial derivatives. When
R � M � S � T � R′ � M ′ � S′ � T ′ � 0, we recover the standard CGL equations, as written on the left-hand side of Eq. (16),
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Fig. 4 (color online) The panels
show the coefficients for the
standard coupled CGL equat ions
versus the wavenumber k

whose coefficients are represented versus the wavenumber k in Fig. 4, with the real and imaginary parts of each coefficient being
plotted on the same diagram. The terms on the right-hand side are modified terms that are brought by the complexity of the studied
system. They are plotted in Fig. 5 versus the wavenumber k. One of the most interesting aspects in all these figures is that they all
depend on the viscosity coefficient ν, which is the main concern of this letter. However, as introduced here, these equations display
the original features of having third- and fourth-order spatial derivatives, which, to our knowledge, have not yet been obtained in the
case of blood flow dynamics. Coupled CGL equations, with different features, were obtained by Ndzana et al. [50] and by Kengne
and Vaillancourt [51] in the context of signal transport in electrical transmission lines.

In the rest of this work, we would be focusing on how these highly dispersive terms compete with nonlinear effects in the process
of nonlinear modulated wave formation in Jeffrey fluids.

3 Modulational instability

Plane wave solutions are very sensitive to small perturbations, and might become unstable when some characteristic parameters fall
inside some intervals. When this is the case, the plane wave is expected to break up into trains of waves with soliton-like shape. For
the set of Eq. (16), let us assume the plane wave solutions ψ(ξ, τ ) � U0e[i(k1ξ−�1τ )], and ψ ′(ξ, τ ) � V0e[i(k2ξ−�2τ )], where the
wavenumbers k1 and k2 and the frequencies �1 and �2 satisfy the dispersion relations

(1 + k1Rr + Mik
2
1)�1 − k2

1 Pr + k3
1Si + k4

1Tr + Q1r |U0|2+Q2r |V0|2 � 0,

(1 + k2R
′
r + M ′

i k
2
2)�2 − k2

2 P
′
r + k3

2S
′
i + k4

2T
′
r + Q′

1r |V0|2+Q′
2r |U0|2 � 0,

(17)

for the real part, and

(k1Ri − Mrk
2
1)�1 − k2

1 Pi − k3
1Sr + k4

1Ti + Q1i |U0|2+Q2i |V0|2 � 0,

(k2R
′
i − M ′

r k
2
2)�2 − k2

2 P
′
i − k3

2S
′
r + k4

2T
′
i + Q′

1i |V0|2+Q′
2i |U0|2 � 0,

(18)
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Fig. 5 (Color online) Additional
coefficients for the coupled CGL
equations versus the wavenumber
k

for the imaginary part. If we consider the physically symmetric case, i.e., �1 � �2 � � and k1 � k2 � K , it will be possible to
find straightforward expressions for U0 and V0 as follows:

|U0|2 �
∣∣∣∣ (δ′

1δ2 − δ1δ
′
2)(δ3Q′

1i − δ′
3Q2i ) − (δ′

3δ4 − δ3δ
′
4)(δ′

1Q2r − δ1Q′
1r )

(δ3Q′
1i − δ′

3Q2i )(δ′
1Q2r − δ1Q′

1r )(δ3Q′
2i − δ′

3Q
′
1i )

∣∣∣∣,
|V0|2 �

∣∣∣∣ (δ′
4δ3 − δ4δ

′
3)(δ′

1Q1r − δ1Q2r ) − (δ′
4δ3 − δ′

3δ4)(δ′
1Q1r − δ1Q′

2r )

(δ3Q′
1i − δ′

3Q2i )(δ′
1Q2r − δ1Q′

1r )(δ3Q′
2i − δ′

3Q
′
1i )

∣∣∣∣,
(19)

with δ1 � 1 + K Rr + Mi K 2, δ′
1 � 1 + K R′

r + M ′
i K

2, δ2 � K 2Pr − K 3Si − K 4Tr , δ′
2 � K 2P ′

r − K 3S′
i − K 4T ′

r , δ3 � K Ri − K 2Mr ,
δ′

3 � K R′
i−K 2M ′

r , δ4 � K 2Pi+K 3Sr−K 4Ti and δ′
4 � K 2P ′

i +K 3S′
r−K 4T ′

i . Studying the stability of a solution, implies introducing
some perturbation and observe how they could affect the unperturbed solution. In the case at hand, perturbations are introduced in
the amplitudes of the uniform waves, i.e., ψ(ξ, τ ) � [U0 + U (ξ, τ )]e[i(kξ−�0τ )] and ψ ′(ξ, τ ) � [V0 + V (ξ, τ )]e[i(kξ−�0τ )], where
U and V are the perturbations, governed by the linearized equations

[−k2M + i(1 + Rk)]
∂U

∂τ
− [3k2S − 2kM�0 + i(R�0 − 2kT + 4k3T )]

∂U

∂ξ
+ [P − 6k2T − i(3kS + M�0)]

∂2U

∂ξ2

+ Q1|U0|2(U + U∗) + Q2|V0|2(V + V ∗) + (R + 2ikM)
∂2U

∂ξ∂τ
+ M

∂3U

∂ξ2∂τ
+ [S + 4ikT ]

∂3U

∂ξ3 + T
∂4U

∂ξ4 � 0,

[−k2M ′ + i(1 + R′k)]
∂V

∂τ
− [3k2S − 2kM ′�0 + i(R′�0 − 2kT ′ + 4k3T ′)]∂V

∂ξ
+ [P ′ − 6k2T ′ − i(3kS′ + M�0)]

∂2V

∂ξ2

+ Q′
1|V0|2(V + V ∗) + Q′

2|U0|2(U + U∗) + (R′ + 2ikM)
∂2V

∂ξ∂τ
+ M ′ ∂3V

∂ξ2∂τ
+ [S′ + 4ikT ′]∂

3V

∂ξ3 + T ′ ∂4V

∂ξ4 � 0,

(20)

whose generalized solutions can be taken in the forms:
U (ξ, τ ) � ae[i(qξ+�τ )] + b∗e[−i(qξ+�τ )] and V (ξ, τ ) � ce[i(qξ+�τ )] + d∗e[−i(qξ+�τ )], where q and � are respectively, an arbitrary

real wavenumber of the perturbation and the corresponding propagation frequency; which is complex in general.
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Replacing these into Eq. (20) leads to a set of four homogeneous equation for a, b, c, d i.e.,⎛
⎜⎜⎝
m11 − i� m12 m13 m14

m21 m22 + i� m23 m24

m31 m32 m33 − i� m44

m41 m42 m43 m44 + i�

⎞
⎟⎟⎠

⎛
⎜⎜⎝
a
b
c
d

⎞
⎟⎟⎠ �

⎛
⎜⎜⎝

0
0
0
0

⎞
⎟⎟⎠, (21)

where the complex coefficients mi j (i, j � 1, 2, 3, 4), of the system matrix are given by:

m11 � q4T + 4q3kT + q2(6k2T − P) + q(R�0 + 4k3T + 2kT ) + Q1|U0|2−
−q2M + 2qkM + k2M − i(qR + kR + 1)

− i
[q3S + q2(3kS + M�0) − q(2kM�0 − 3k2S)]

−q2M + 2qkM + k2M − i(qR + kR + 1)
,

m12 � Q1|U0|2
−q2M + 2qkM + k2M − i(qR + kR + 1)

,

m13 � m14 � Q2|V0|2
−q2M + 2qkM + k2M − i(qR + kR + 1)

,

m21 � Q∗
1|U0|2

−q2M∗ + 2qkM∗ + k2M∗ − i(qR∗ + kR∗ + 1)
,

m23 � m24 � Q∗
2|V0|2

−q2M∗ + 2qkM∗ + k2M∗ − i(qR∗ + kR∗ + 1)
,

m22 � q4T ∗ − 4q3kT ∗ + q2(6k2T ∗ − P∗) − q(R∗�0 + 4k3T ∗ − 2kT ∗) + Q∗
1|U0|2

−q2M∗ + 2qkM∗ + k2M∗ − i(qR∗ + kR∗ + 1)

− i
[q3S∗ + q2(3kS∗ + M∗�0) − q(2kM∗�0 − 3k2S∗)]

−q2M∗ + 2qkM∗ + k2M∗ − i(qR∗ + kR∗ + 1)

m31 � m32 � Q′
2|U0|2

−q2M ′ + 2qkM ′ + k2M ′ − i(qR′ + kR′ + 1)
,

m34 � Q′
1|V0|2

−q2M ′ + 2qkM ′ + k2M ′ − i(qR′ + kR′ + 1)
,

m33 � q4T ′ + 4q3kT ′ + q2(6k2T ′ − P ′) + q(R′�0 + 4k3T ′ + 2kT ′) + Q′
1|U0|2

−q2M ′ + 2qkM ′ + k2M ′ − i(qR′ + kR′ + 1)

− i
[q3S′ + q2(3kS′ + M ′�0) − q(2kM ′�0 − 3k2S′)]

−q2M ′ + 2qkM ′ + k2M ′ − i(qR′ + kR′ + 1)

m41 � m42 � Q
′∗
2 |U0|2

−q2M ′∗ + 2qkM ′∗ + k2M ′∗ − i(qR′∗ + kR′∗ + 1)
,

m43 � Q
′∗
1 |V0|2

−q2M ′∗ + 2qkM ′∗ + k2M ′∗ − i(qR′∗ + kR′∗ + 1)
,

m44 � q4T ′∗ + 4q3kT ′∗ + q2(6k2T ′∗ − P ′∗) + q(R′∗�0 + 4k3T ′∗ + 2kT ′∗) + Q′∗
1 |U0|2

−q2M ′∗ + 2qkM ′∗ + k2M ′∗ − i(qR′∗ + kR′∗ + 1)

− i
[q3S′∗ + q2(3kS′∗ + M ′∗�0) − q(2kM ′∗�0 − 3k2S′∗)]

−q2M ′∗ + 2qkM ′∗ + k2M ′∗ − i(qR′∗ + kR′∗ + 1)
. (22)

The dispersion relation which gives q as a function of � is found through the solvability condition of system (21). In other words,
system (21) will admit non-trivial solutions if its determinant is equal to zero. Therefore, for this specific case, det(M) � 0 amounts
to a quartic equation for �. As introduced so far, the perturbation frequency is in the form � � �r + i�i , and the term e−�i τ is
responsible for some perturbations. Therefore, the features of the wave instability depend on the sign of �i . Otherwise, MI develops
when the frequency possesses a non-zero imaginary part leading to an exponential growth rate of the perturbed amplitude. Its largest
value gives the MI gain � � |Im(�)|, from which the onset of MI can be detected.

4 Numerical results

Finding solutions for the quartic equation in �, obtained form the condition det(M) � 0, is quite cumbersome and requires at some
points a few assumptions and simplifications. For that reason, we find the solutions numerically and extract essentially solutions for
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Fig. 6 (Color online) Instability
gain spectra under the effect of the
viscous coefficient ν, versus the
perturbation wavenumber and
frequency, q and �. Panels
(a1–c1) show the finite gains, with
their corresponding density plots
in panels (a2–c2), for K � 0.35π ,
U0 and V0 are given by Eq. (19)

which �i �� 0, in order for the MI gain to exist. Particular attention is paid to viscous effects, responsible for the complex character
of the set of Eq. (16).

Firstly, we consider the unperturbed wavenumber to take the value K � 0.35π . Results for different values of ν are displayed in
Fig. 6, where Fig. 6a1–c1 shows the gains and panels (a2–c2) show their corresponding density plots. The general aspect here is that
increasing the viscosity coefficient ν enlarges the MI bandwidth. Also, localized blood waves will be expected for all q ∈ [0, π].
However, there is no MI for � � 0 and the highest value for the gain remains the same for for all q with increasing ν.

In the meantime, an interesting case arises when K � 0.95π , as displayed in Fig. 7. In fact, the general view is that the gain
spectrum changes at q � 0.5π , leading to some wings of instability for ν � 0.01. For q < 0.5π , the gain is quite high and gradually
decreases for q > 0.5π .

Obviously, the MI bandwidth increases with increasing ν as portrayed in Fig. 7b1–c1, and b2–c2. When � � 1.5, the window
of instability created between q � 0 and q � 0.5π enlarges too, while the MI gain gets enlarged.

Finally, for K � 0.95π as in Fig. 7, we consider big viscosity of the blood flowing in the tube. The corresponding results are
summarized in Fig. 8. In this case, the MI gain has zero value for q > 0.5π , all the contrary of the results from Fig. 7. With increasing
ν, the instability region gets expanded,

The same behaviors around q � 0.5π are visible. As a whole, the features of MI change with increasing the viscosity coefficient,
showing that in heamodynamics, viscosity is an important factor that deserves to be seriously regarded.

In order to supply oxygen and nutrients to the tissues and organs, the contribution on blood viscosity should be effective [52].
This affectivity might be affected by several factors, including hematocrit and smoking [53, 54]. A broad range of experimental
studies has come to the conclusion that, the higher the viscosity of blood, the higher the heart rate, which is mainly responsible for
heart failure and its many consequences.

Nevertheless, high blood pressure importantly affects the characteristics of blood waves, which to some extent have solitonic
features. In the regions of MI discussed in Figs. 6, 7 and 8, these solitons might be affected by viscosity, as it is the case in the
diagrams.

5 Conclusion

In summary, we have addressed the characteristics of MI in coupled CGL equations, derived from Jeffrey’s viscous fluid model.
The influence of the viscosity have been studied for K < 0.5π and K > 0.5π . In general, we have found that viscosity importantly
affects the formation of blood waves and also restricts their onset to some regions of the gain spectra. Once more, the conclusion to
this work converges to the fact that many of the arterial ailments are linked to uncontrolled blood viscosity, with direct consequences
on solitonic blood waves, whose changes in behaviors affect the heart rate. This might give rise to some counter-propagating waves
in vessels and eventually their death over a short distance of propagation as a result of high viscosity. The heart rate will then
increase uncontrollably, trying to pump blood in tissues and organs and supply them with oxygen. The bandwidth of MI is therefore
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Fig. 7 (Color online) The
instability gain spectra versus the
perturbation wavenumber and
frequency, q and � respectively.
The influence of the viscous
coefficient ν is studied. Panels
(a1–c1) show the gains of MI and
their corresponding density plots
in panels (a2–c2). The unperturbed
wavenumber is K � 0.95π and
the initial amplitudes are such that
U0 and V0 are given by Eq. (19)

Fig. 8 (Color online) Instability
gain spectra under the effect of a
high viscous coefficient ν, versus
the perturbation wavenumber and
frequency, q and �. Panels
(a1–c1) show the finite gains, with
their corresponding density plots
in panels (a2–c2), for K � 0.95π ,
U0 and V0 are given by Eq. (19)

an important factor to be controlled in this respect, for blood wave frequency to remain normal under physiological viscosity
parameter. However, at this stage, nothing can be said on their longtime evolution, but interesting is the fact that we at least have
some information on their onset. In an ongoing work, complete numerical simulations of such waves are performed and results will
be submitted elsewhere for publication.

6 Appendix (A-1-48): Coefficients of order O(ε2) of the multiple scales of equation (14), and Coefficients of the first
member of equations (16).

W (1)
2 � ωst (1 − ikr0)

kr0
ψ

(1)
2 +

ωst
k

∂ψ

∂r1
+

(
ωst
k

− iωst
k2r0

)
∂ψ

∂z1
−

(
st − ist

kr0

)
∂ψ

∂t1
− ist r1

kr0

∂2ψ

∂r1∂t1
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W
′(1)
2 � −ωst (1 − ikr0)

kr0
ψ

′(1)
2 − ωst

k

∂ψ ′

∂r1
+

(
ωst
k

+
iωst
k2r0

)
∂ψ ′

∂z1
+

(
st +

ist
kr0

)
∂ψ ′

∂t1
+
ist r1

kr0

∂2ψ ′

∂r1∂t1

P (1)
2 �

[
ωst (2k + bω) + i

k(1 − k2r2
0 ) + br0ω

kr0

]
ψ

(1)
2 +

[
stω(4k + br0ω)

k2r0a
+ i

stω(k2r2
0 − 1)

k2r2
0a

]
∂ψ

∂r1

+

[
stω(bkr0ω − br0ω + 2k)

k2r0a
+ i

1 − k(k2r2
0 + 1) − r0ω(1 + b) − k2r2

0

k2r2
0a

]
∂ψ

∂z1

−
[

2bstω

ka
− i

st (k(k2r2
0 + 1) + 2br0ω)

k2r2
0a

]
∂ψ

∂t1
−

[
r1stω

kr0a
− i

r1stω

k2r2
0a

]
∂2ψ

∂r2
1

−
[
r1st
r0a

+ i
r1st (k + br0ω)

k2r2
0a

]
∂2ψ

∂r1∂t1

P
′(1)
2 �

[
−br0stω

2 + i
k(1 + k2r2

0 ) − br0ω

kr0

]
ψ

′(1)
2 +

[
stω(2k − br0ω)

k2r0a
− i

stω(k2r2
0 + 1)

k2r2
0a

]
∂ψ ′

∂r1

+

[
stω(bkr0ω − br0ω − 2k)

k2r0a
+ i

stω(1 − k(k2r2
0 + 1) + r0ω(1 + b) − k2r2

0 )

k2r2
0a

]
∂ψ ′

∂z1

+ i
(k2r2

0 + 1)

kr2
0a

∂ψ ′

∂t1
+

[
r1stω

kr0a
+ i

r1stω

k2r2
0a

]
∂2ψ ′

∂r2
1

+

[
r1st
r0a

+ i
r1st (−k + br0ω)

k2r2
0a

]
∂2ψ ′

∂r1∂t1

J1 � kstωr (1 − 2k2r2
0 ) + (ω2

r − ω2
i )(bstr0 + 4β1k2r2

0 ) + st k2r0ωi (2bωr + 3)

k2r2
0

J2 � kstωi (k2r2
0 − 1) − 2ωrωi (bstr0 + 4β1k2r2

0 ) + bkr0st (ω2
r − ω2

i ) + 3st k2r0ωr

k2r2
0

θr � (ω2
r − ω2

i )J1 + 2ωrωi J2

J 2
1 + J 2

2

, θi � (ω2
r − ω2

i )J2 + 2ωrωi J1

J 2
1 + J 2

2

ψ
(2)
2 � (θr − iθi )ψ

2, ψ
′(2)
2 � ψ

(2)
2 ,

W (2)
2 � 2ωst (1 − ikr0)

kr0
ψ

(2)
2 , W

′(2)
2 � −2ωst (1 + ikr0)

kr0
ψ

′2, P (2)
2 � −4β1ω

2ψ
(2)
2 + ω2ψ2,

P
′(2)
2 � −4β1ω

2ψ
′(2)
2 + ω2ψ ′2, ψ

(+)
2 � 1

β1
ψψ ′, ψ

(−)
2 � 2ω2β1ψψ

′∗, W (+)
2 � 0, W (−)

2 � 0,

P (+)
2 � 0, P (−)

2 � 2ω2β1ψψ
′∗, ψ

(0)
2 � 2r0ω

2a

r2
1 ϑst

|ψ |2, ψ
′(0)
2 � 2r0ω

2a

r2
1 ϑst

|ψ ′|2,

W (0)
2 � −2β1a|ψ |2, W

′(0)
2 � 0, P (0)

2 � 2ω2|ψ |2 P
′(0)
2 � 2ω2|ψ ′|2 (23)

� � A2 + B2, A � bst (r0 + 1)(ωr − kr0ωi ) − kstr0(1 + k2r2
0 ) − 2β1ωr k2r2

0a

k2r2
0a

, B � bst (r0 + 1)(ωi + kr0ωr ) + 2β1ωi k2r2
0a

k2r2
0a

,

�′ � A′2 + B ′2, A′ � bst kr0ωi (1 − r0) + kstr0(1 + k2r2
0 ) + st bωr (1 + r0) − 2β1ωr k2r2

0a

k2r2
0a

,

B ′ � bst kr0ωi (r0 + 1) − st bkr0ωr (r0 − 1) − 2β1ωr k2r2
0a

k2r2
0a

,

X p � −2bk2str0(1 + 2r0)(ωrϑi + ωiϑr ) + bst (ω2
i − ω2

r ) + bk(r0 − 1)(ωrϑr − ωiϑi ) + 2bkst (kr2
0 − 2st )ωrωi + k(k − 1)

ak4r2
0

− k3r2
0 (1 + k) + kωr [r0(1 + b) − st + k2str0(6r0 − r1)] + k2ϑr [k2r2

0 (st + aβ1) − st (1 + br0)]

ak4r2
0

− st k3r0ϑi (4 + br0) + st k2ωi (r1 + 8st )

ak4r2
0

Yp � −2bk2str0(1 + 2r0)(ωiϑi − ωrϑr ) + bkst (kr2
0 + r1 − 2st )(ω2

i − ω2
r ) + bk(r0 − 1)(ωrϑi + ωiϑr ) − 2bstωrωi

ak4r2
0

− k2ϑi [k2r2
0 (st + aβ1) − st (1 + br0)] − st k3r0ϑr (4 + br0) − st k2ωr (r1 + 8st ) + kωi [st (6k2r2

0 − 1) + r0(1 + b) − k2r0str1]

ak4r2
0
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Pr � (AX p + BYp)

�
, Pi � (AYp − BX p)

�

X ′
p � bst (ω2

i − ω2
r ) + bkst (1 + r0)(ωiϑi − ωrϑr ) − 2bkstr0(ωiϑr + ωrϑi ) + 2stωiωr [kr2

0 (2 − b) − kr1 + 2br0] − 2bst k2r2
0 ϑiϑr

k3r2
0a

kωr [r0(b + st k2r1) − st − k2r2
0 (4 + r0)] − k2ϑr (1 + k2r2

0 ) + st kωi (r1 − 2r0)

k3r2
0a

Y ′
p � st (ω2

r − ω2
i )[kr1 + r0(kr0 − 2) − 2kr2

0 ] − bkst (1 + r1)(ωrϑi + ωiϑr ) + 2bkstr0(ωrϑr − ωiϑi ) − 2bstωiωr

k3r2
0a

bst k2r2
0 (ϑ2

r − ϑ2
i ) + kωi [k2r0st (r1 − 4r0) + r0(b − k2r2

0 ) − st ] − k2ϑi (1 + k2r2
0 ) − 4st k2r2

0 ϑr

k3r2
0a

P ′
r � (A′X ′

p + B ′Y ′
p)

�′ , P ′
i � (A′Y ′

p − B ′X ′
p)

�′

Q1r � − (B − A)

�

[
β1(ϑr + ϑi )[2ωrωi + (ω2

r − ω2
i )][2ar0(ω2

r − ω2
i ) + 5θr r2

1 stϑr ]

r2
0 st (ϑ

2
r + ϑ2

i )

]
+

5β1θi (B + A)(ωrωi )

�
,

Q′
1r � − (B ′ − A′)

�′

[
β1(ϑr + ϑi )[2ωrωi + (ω2

r − ω2
i )][2ar0(ω2

r − ω2
i ) + 5θr r2

1 stϑr ]

r2
0 st (ϑ

2
r + ϑ2

i )

]
+

5β1θi (B ′ + A′)(ωrωi )

�′ ,

Q1i � − (B − A)

�

[
β1(ϑr − ϑi )[2ωrωi − (ω2

r − ω2
i )][2ar0(ω2

r − ω2
i ) + 5θr r2

1 stϑr ]

r2
0 st (ϑ

2
r + ϑ2

i )

]
+

10β1θi (B + A)(ω2
r − ω2

i )

�
,

Q′
1i � − (B ′ − A′)

�′

[
β1(ϑr − ϑi )[2ωrωi − (ω2

r − ω2
i )][2ar0(ω2

r − ω2
i ) + 5θr r2

1 stϑr ]

r2
0 st (ϑ

2
r + ϑ2

i )

]
+

10β1θi (B ′ + A′)(ω2
r − ω2

i )

�
,

Q2r � −2β1[(ω2
r − ω2

i )A − 2ωrωi B]

�
, Q2i � −2β1[(ω2

r − ω2
i )B − 2ωrωi A]

�
,

Q′
2r � −5[(ω2

r − ω2
i )A′ − 2ωrωi B ′]
�′ , Q′

2i � −5[(ω2
r − ω2

i )B ′ − 2ωrωi A′]
�′ , . (24)

7 Appendix (A-2-16): Coefficients of the second member of the equations (16).

Rr � − str1[bk2r0ωr + b(1 + 2r0)ωi + bkr0(ϑi + k2ϑr ) + k5r2
0 ]A + str1[b(1 + 2r0)ωr − bk2r0ωi + bkr0(ϑr − k2ϑi ) + kr0]B

�k2r2
0a

,

R′
r � str1[bk2r0ωr + 2bωi + bkr0(ϑi + k2ϑr ) + k5r2

0 ]A′ − str1[−2bωr + bk2r0ωi − bkr0(ϑr − k2ϑi ) + kr0]B ′

�′k2r2
0a

,

Ri � − str1b[2b(1 + 2r0)ωr − bk2r0ωi + bkr0(ϑr − k2ϑi ) + kr0]A − str1[bk2r0ωr + b(1 + 2r0)ωi + bkr0(ϑi + k2ϑr ) + k5r2
0 ]B

�k2r2
0a

,

R′
i � str1b[−2bωr + bk2r0ωi − bkr0(ϑr − k2ϑi ) + kr0]A′ + str1[bk2r0ωr + 2bωi + bkr0(ϑi + k2ϑr ) + k5r2

0 ]B ′

�′k2r2
0a

,

Sr � str1[(kr0 − b)(ωiϑi − ωrϑr ) + bkr0(ϑ2
r − ϑ2

i ) + 3kr0(ωi + kϑi ) + 2(ωr + kϑr )]A

�k3r2
0a

+
str1[(b − kr0)(ωiϑr + ωrϑi ) + 2bkr0ϑrϑi − 3kr0(ωr + kϑr ) + 2(ωi + kϑi )]B

�k3r2
0a

,

S′
r � − str1[(kr0 − b)(ωiϑi − ωrϑr ) + bkr0(ϑ2

r − ϑ2
i ) + kr0(ωi + 3kϑi ) + 2kϑr ]A′

�′k3r2
0a

+
str1[(b − kr0)(ωiϑr + ωrϑi ) + 2bkr0ϑrϑi − kr0(ωr + 3kϑr ) + 2kϑi ]B ′

�′k3r2
0a

,

Si � str1[(b − kr0)(ωiϑr + ωrϑi ) + 2bkr0ϑrϑi − 3kr0(ωr + kϑr ) + 2(ωi + kϑi )]A

�k3r2
0a

,
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+
str1[(kr0 − b)(ωiϑi − ωrϑr ) + bkr0(ϑ2

r − ϑ2
i ) + 3kr0(ωi + kϑi ) + 2(ωr + kϑr )]B

�k3r2
0a

S′
i � str1[(b − kr0)(ωiϑr + ωrϑi ) + 2bkr0ϑrϑi − kr0(ωr + 3kϑr ) + 2kϑi ]A′

�′k3r2
0a

− str1[(kr0 − b)(ωiϑi − ωrϑr ) + bkr0(ϑ2
r − ϑ2

i ) + kr0(ωi + 3kϑi ) + 2kϑr ]B ′

�′k3r2
0a

,

Tr � − str1[2kr0(ωrϑi − ωiϑr ) + st (ωrϑr − ωiϑi ) + kst (ϑ2
r − ϑ2

i ) + 2k2r0ϑrϑi ]A

�k3r2
0a

+
str1[2kr0(ωrϑr − ωiϑi ) − st (ωrϑi + ωiϑr ) + k2r2

0 (ϑ2
r − ϑ2

i ) − 2kstϑrϑi ]B

�k3r2
0a

,

T ′
r � str1[kr0(ωrϑi + ωiϑr ) + kr0(ωiϑi − ωrϑr ) + 2k2r2

0 ϑrϑi − ωr + kstϑr ]A′

�′k3r2
0a

+
str1[kr0(ωrϑi + ωiϑr ) − kr0(ωiϑi − ωrϑr ) + k2r2

0 (ϑ2
r − ϑ2

i ) + ωi − kstϑi ]B ′

�′k3r2
0a

,

Ti � str1[2kr0(ωrϑr − ωiϑi ) − st (ωrϑi + ωiϑr ) + k2r2
0 (ϑ2

r − ϑ2
i ) − 2kstϑrϑi ]A

�k3r2
0a

− str1[2kr0(ωrϑi − ωiϑr ) + st (ωrϑr − ωiϑi ) + kst (ϑ2
r − ϑ2

i ) + 2k2r0ϑrϑi ]B

�k3r2
0a

,

T ′
i � − str1[kr0(ωrϑi + ωiϑr ) − kr0(ωiϑi − ωrϑr ) + k2r2

0 (ϑ2
r − ϑ2

i ) + ωi − kstϑi ]A′

�′k3r2
0a

− str1[kr0(ωrϑi + ωiϑr ) + kr0(ωiϑi − ωrϑr ) + 2k2r2
0 ϑrϑi − ωr + kstϑr ]B ′

�′k3r2
0a

,

Mr � −bstr2
1 [(ϑ2

r − ϑ2
i )A − 2ϑrϑi B]

�k2r2
0a

, Mi � −bstr2
1 [(ϑ2

r − ϑ2
i )B − 2ϑrϑi A]

�k2r2
0a

,

M ′
r � −bstr2

1 [(ϑ2
r − ϑ2

i )A′ − 2ϑrϑi B ′]
�′k2r2

0a
, M ′

i � −bstr2
1 [(ϑ2

r − ϑ2
i )B ′ − 2ϑrϑi A′]

�′k2r2
0a

. (25)

Data availibility statement The data that supports the findings of this study are available within the article.
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